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Preface

Radiation Oncology is a very technology intensive dis-
cipline of medicine. Complex, sophisticated equipment
is required to localize the tumor, to generate ionizing
radiation, and to deliver a high radiation dose to a
three-dimensional target volume while sparing normal
tissues. A number of books have been written about the
medical physics and clinical aspects of radiation oncol-
ogy and treatment planning. The standard medical
physics textbooks tend to discuss the basic concepts of
radiation interactions and dosimetry, and some of the
technical aspects as related to treatment machines and
treatment planning. However, they generally do not
address the design details of many of the practical tools
that are required to prepare patients for treatment or
that are used as part of the treatment process. Virtually
no textbook addresses the details of acceptance, com-
missioning, and quality assurance of radiation therapy
equipment.

The purpose of this book is to describe the
details of the technology associated with radiation
oncology. A special emphasis is placed on the design
of all the equipment allied with radiation treatment. In
addition, this book describes the procedures that are
required to implement this equipment into clinical ser-
vice (needs assessment, purchase, acceptance, and
commissioning) and, once it is in use, the quality
assurance that is required to keep the equipment oper-
ational at acceptable levels. In addition to describing all
the tools that are used in “standard” radiation treatment
centers, this book addresses the less common or

evolving technologies and, thus, provides a compre-
hensive overview. Anyone embarking on any of these
new procedures will be able to gain some basic insight
as to what is required to make that procedure clinically
viable.

Nowhere can all these technologies be found in
one cancer therapy center. However, the staff of every
cancer center is involved in improving procedures by
either purchasing new equipment or by upgrading
existing equipment. This book is intended to be a guide
for those embarking on these procedures. While the
body of each chapter is written at a level understand-
able by medical physicists and radiation oncologists,
additional detailed information for medical physicists
is provided in the appendices at the end of some of the
chapters.

As the title indicates, the book is primarily
intended for medical physicists and radiation oncolo-
gists although it will also benefit radiation therapists
(radiographers) and dosimetrists, and to a lesser
extent other allied professionals such as engineering
technologists, radiobiologists, and administrators. It
is intended to be both a reference text for those who
have been working in the field for some years as well
as an educational tool for those who are entering the
field. It is assumed that the reader has a basic knowl-
edge of medical physics as found in other standard
medical physics textbooks.

Jacob Van Dyk
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8.1 Introduction

The details of the steps in the overall treatment process
have already been outlined in chapter 1. That part of the
process known as radiation treatment planning consists
of many steps including patient diagnosis, tumor stag-
ing, image acquisition for treatment planning, the local-
ization of tumor and normal tissue volumes, optimal
beam or source placement, and treatment simulation
and optimization. This chapter deals very specifically
with that component of the treatment planning process
that makes use of the computer to generate optimal
beam shapes and directions incident on the patient,
thereby maximizing tumor control and minimizing nor-
mal tissue morbidity. Similarly, computers are used in
the placement of brachytherapy sources. Dose optimi-
zation and verification of beam or source placement
include, for example, the use of dose-volume histo-
grams (DVHs) and digitally reconstructed radiographs
(DRRs). As indicated in earlier chapters, especially
chapter 4 on simulators, chapter 5 on CT simulators,
and chapter 6 on simulator-CTs, the process of radia-
tion therapy planning is undergoing rapid evolution.
What used to be strictly a task associated with treat-
ment planning computers can now be divided between
the CT simulator, simulator-CT, and computerized radi-
ation treatment planning systems (RTPS). The actual
process used in a specific institution is dependent on
the ease of access to these types of technologies. Thus,
institutions with CT simulators will perform more of
the planning process using the virtual simulation soft-
ware of the CT simulator compared to institutions that
have easy access to CT-scanning and 3-D treatment
planning systems. The overlapping use of these various
technologies can be seen in Table 8.1 where the steps in
the radiation treatment planning process are summa-
rized and the possible uses of different technologies are
indicated.

A distinction is made between 2-D and 3-D treat-
ment planning capabilities since the last ten years have
seen an evolution of treatment planning towards a com-
prehensive 3-D approach, although not many institu-
tions have full 3-D capabilities at the present time. It is
clear from this table that there is a variety of combina-
tions and permutations of dealing with the steps of the
planning process dependent on the technology available
and dependent on how the members of the treatment
planning team implement this technology. The optimal
integration of these technologies into an efficient and
cost effective planning process is the new challenge for
the professionals involved in treatment planning.

The emphasis in this chapter is on the use of com-
puterized radiation treatment planning systems (RTPS),
a description of their design, issues to consider when
purchasing a new system, clinical commissioning, and
routine quality assurance (QA). In view of the overlap
of the various technologies for treatment planning, pur-
chase considerations are not trivial and continue to
evolve. This chapter can only provide a framework of
issues to consider and cannot be fully prescriptive in
view of the rapidly changing technologies. However,
we will provide key practical guidance to be useful to
the practicing clinical physicist and to other profession-
als involved in the purchase and clinical implementa-
tion process.

8.2 Historical Perspective
The first computers used in radiation therapy were actu-
ally “homemade,” special purpose, analog computers
developed with the aim of reducing the tedium of calcu-
lating 2-D dose distributions as well as improving their
accuracy. The “Wheatley Integrator” [133] was the first
reported computer to perform dose calculations for
irregularly shaped fields. Tsien, at Memorial Hospital
in New York, is generally credited as the first to use
automatic computing machines for radiation dosage
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233CHAPTER  8: COMPUTERIZED RADIATION TREATMENT PLANNING SYSTEMS

calculations [119]. He reduced the information con-
tained in an isodose distribution to a matrix of numbers,
which could be stored on punched cards. The resulting
data were manipulated by card-reading equipment to
produce summed dose distributions for multiple beams
[31]. A similar approach was produced later, by Nelson
and Meurk [94] also at Memorial in New York, for
brachytherapy calculations. Aspin et al. [7] used a digi-
tal computer and a method of dose calculation that was
originally developed for manual calculations by Clark-
son [24]. This program generated many of the depth
dose tables that appeared in the British Journal of
Radiology Supplement 10 [57] and later in Supplement
11 [58]. A similar approach was used by Tsien and
Cohen [120] to produce sets of isodose charts and depth
dose tables for medium energy x-rays. Later, under the
auspices of the International Atomic Energy Agency
(IAEA), a manual procedure was used to digitize single
beam isodose charts, but a computer was used to com-
bine multiple single beams to generate an atlas of isod-
ose distributions for arc and rotation therapy [60].
Subsequent years have seen the development of spe-
cialized treatment planning systems on minicomputers,

on time-sharing systems [28], on graphics worksta-
tions, and today on personal computers. During each
phase of the evolution of computer technology, treat-
ment plans could be generated faster and more accu-
rately, with improved image and graphic display
capabilities. While automated optimization of treatment
techniques has been under investigation since the
1960’s [55,56], it is only in recent years that inverse
treatment planning capabilities are actually being used
in clinical practice with faster computers (see chapters
12 and 15).

Computers also led to a revolution in diagnostic
imaging procedures especially during the 1970’s when
computerized tomography (CT) scanning become read-
ily available for clinical usage. CT scanning was ideally
suited for radiation therapy planning, since it provided,
for the first time, an easy ability to localize the tumor
and surrounding normal tissues on a patient-specific
basis. Furthermore, it provided an ability of placement
of the radiation beams on the CT images and the calcu-
lation of dose distributions, which actually accounted
for the real tissue densities within the patient
[9,10,49,124].

Table 8.1
The Steps of the Radiation Therapy Planning Process and the Possible 
Uses of Different Technologies for Each Step. (A direct comparison is made 
between conventional 2-D procedures and modern 3-D capabilities.)

2-D OR
3-D

RTPS 
ALONE

CT SCANNING CT SIMULATION SIMULATION-CT

STEPS IN THE RT 
PLANNING PROCESS

ALONE
WITH 
RTPS

ALONE
WITH 
RTPS

ALONE
WITH 
RTPS

Tumor
  Localization

2-D
3-D

–
–

**
**

**
**

**
**

**
**

**
*

**
*

Normal Tissue
  Localization

2-D
3-D

–
–

**
**

**
**

**
**

**
**

**
*

**
*

Virtual
  Simulation

2-D
3-D

–
–

–
–

*
**

**
**

**
**

*
*

*
*

Dose
  Calculation

2-D
3-D

*
*

–
–

*
**

–
–

*
**

–
–

*
*

Plan
  Optimization

2-D
3-D

*
*

–
–

*
**

*
*

*
**

*
*

*
*

Verification
  Information

2-D
3-D

–
–

–
–

*
**

*
**

**
**

*
*

*
*

** Complete, * Partial, – None, RTPS = Radiation Treatment Planning System
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Today, treatment planning has evolved such that
full 3-D planning capabilities are possible including
patient data from a variety of different imaging sources.
The image data from CT and magnetic resonance (MR)
can be used with image registration techniques to
improve the definition of planning target volumes
(PTV) in 3-D with very high precision. The use of
ultrasound imaging for prostate brachytherapy treat-
ment planning is gaining prominence at a very rapid
rate [51,102] and is described in detail in chapter 7. In
some institutions, single photon emission tomography
(SPECT) and positron emission tomography (PET) are
being used in combination with other imaging modali-
ties, typically with CT, for the determination of clinical
target volumes (CTV). Digital angiography (DSA) is
used to aid the planning process for stereotactic radio-
surgery (see chapter 16).

The modern 3-D treatment planning system allows
for virtual simulation of the patient by the superposition
of radiation beam geometries at any orientation on any
image or combination of images combined with a
beam’s eye view of the anatomy. Furthermore, plan
analysis tools such as DVHs and biological objectives
are assisting the choice of techniques and providing a
tool for plan optimization. Calculation routines are
being developed for enhanced quantitative analysis of
all the uncertainties associated with patient setup and
treatment and these will provide an additional aid for
treatment optimization [50,121,127]. In the future, we
can look forward to further enhancements of functional
imaging and radiobiological predictive assays to pro-
vide additional information on tumor bulk, tumor oxy-
gen concentrations, and microscopic tumor extension to
aid in the development of 3-D treatment plans and
altered fractionation schemes. These approaches may
even be applied to different parts of individual tumors
[71].

8.3 Process of Clinical 
      Implementation of Dose 
      Calculation Algorithms

Dose calculation algorithms generally undergo a series
of evolutionary steps before they can be used in routine
clinical practice. It is informative to look at the steps of
this process and to understand that there are compo-
nents of this development process that are not under the
control of the user. Recognition of this will aid the
development of the QA process that is needed and
implemented by the user. These steps are summarized
in Table 8.2.

              

Table 8.2
Steps Involved in the 
Clinical Implementation 
of Treatment Planning 
Calculation Algorithms 
(Adapted from reference
[126].)*

PROCESS USER CONTROL

Development of dose 
calculation algorithm
  —Based on model of radiation
      interactions
  —Physics is complex, incorporates
      approximations
  —Model contains inherent
      uncertainties
  —Works over a limited range
      of conditions
Algorithm is coded  
into software
  —Includes input/output routines
  —Includes image display/
      manipulation routines
  —Includes treatment
      technique options
  —Includes plan evaluation/
      optimization routines
  —Developer must ensure that 
      the code is correct
Entry of radiation data  
required by algorithm
  —Data obtained over a limited
      range of conditions
  —Data have inherent uncertainties
  —Data may contain relative or 
      absolute doses
Clinical use of programs 
  —Enter patient data (e.g., CT, 
      MR, contours)
  —Perform beam placement
  —Perform dose calculation
  —Evaluate/review/optimize
  —Output on display or hardcopy

Not under user 
control

Not under user 
control

Under user control

Under user control

*“Quality Assurance” by J. Van Dyk in Treatment Planning in Radiation 
Oncology, F. M. Khan and R. A. Potish (Eds.), 1997, Williams and 
Wilkins, Baltimore, MD.



235CHAPTER  8: COMPUTERIZED RADIATION TREATMENT PLANNING SYSTEMS

8.3.1 Development of dose calculation 
algorithms

The intent of a dose calculation algorithm is to predict,
with as much accuracy as possible, the dose delivered
to any point within the patient. Due to the complexity
of radiation interactions with human tissues and due to
the practical need for rapid calculation times, such dose
calculation algorithms have inherent limitations due to
the approximations used in the physical models. The
result is that these algorithms provide reasonably accu-
rate calculations over a limited range of commonly
used conditions but may have substantial uncertainties
under other conditions. Usually the more complex algo-
rithms have fewer uncertainties compared to the sim-
pler algorithms although this is usually at the expense
of longer calculation times. The commonly used dose
calculation algorithms are discussed in more detail
below (section 8.4). Dose algorithm preference is one
of the more important factors in the selection of a com-
puterized treatment planning system. Some manufac-
turers will provide a choice of more than one algorithm
for some types of calculations.

8.3.2 Development of software using dose 
calculation algorithm

Once the mathematical formulation has been devel-
oped, the algorithm must be converted into computer
code. This coding will require software: (1) to accept
patient-related image or contour data, (2) to allow the
contouring of target volumes and normal tissues, (3) to
define the beam geometry and the field shapes, (4) to
allow for the addition of relevant ancillary devices such
as wedges, shields, or multileaf collimators (MLCs),
(5) to perform an accurate dose calculation accounting
for the relevant machine and patient-related parameters,
(6) to provide easy evaluation and optimization of treat-
ment plans, (7) to provide plan display on the video
monitor, and (8) to provide both hardcopy or digital
output of the plan on a color printer or through the net-
work. Indeed, the vast majority of code goes into the
management of information and only a very small per-
centage of the code is used for the actual dose calcula-
tion mathematics. While the purchaser has a choice of
the algorithm by purchasing a particular system, the
purchaser does not have control over how well the algo-
rithm has actually been coded. In the interest of compu-
tational speed, software “shortcuts” are sometimes
introduced beyond the original mathematical formula-
tion.

8.3.3 Entry of radiation data required 
by the dose calculation algorithm

All algorithms require input radiation data of some
form. For conventional treatment planning systems,

radiation data need to be measured for each beam qual-
ity available in the clinic. The accuracy and quality of
the input data are dependent on the measured or calcu-
lated data that are produced by the user. For practical
reasons, the data are generally determined over a lim-
ited range of conditions, e.g., limited depths and field
sizes. Whenever calculations extend beyond the range
of measured data, the output results should be scruti-
nized since the algorithms can perform inaccurate
extrapolations. In addition, the measured data have
their own inherent uncertainties or inconsistencies
which depend on the care taken by the person generat-
ing the data, the types and sizes of the detectors that are
used (see chapter 19), as well as on the stability of the
machine producing the radiation beam (e.g., variations
in flatness and symmetry with gantry angle or with
time).

Generally both relative data and absolute data need
to be determined—relative data in the form of dose
ratios, and absolute data (e.g., Gy) in terms of the
machine output calibration. The latter is a requirement
of the treatment planning system if it is used for moni-
tor unit or time calculations.

8.3.4 Clinical use of programs

Once the system is accepted and commissioned, the
user needs to enter patient-specific information such as
external contours or digital images. Treatment planning
can then be performed to yield optimized dose distribu-
tions and absolute monitor unit calculations. The deter-
mination of the optimal treatment plan is entirely under
the user’s control, and subject to the dose or biological
constraints specified by the radiation oncologist.

8.4 Dose Calculation Algorithms

Most treatment planning systems are very similar in the
software modules that allow digital images, contours,
treatment beams and sources, and dose distributions to
be displayed. Any software differences are due mainly
to implementation, ergonomics, and to streamlining of
the treatment planning process. The dose algorithm, on
the other hand, is the most unique, critical, and complex
piece of software in a computerized planning system.
The dose algorithm underpins many clinical decisions
taken on the basis of dose distributions and dose-vol-
ume histograms. In this section we provide an overview
of the physics of dose calculation algorithms and some
implementation considerations. Special emphasis is
placed on the user’s need to be able to ask the right
questions at the time of purchase of a new treatment
planning system. Furthermore, the user needs to under-
stand the limitations of his/her particular algorithm
when advising radiation oncologists on the accuracy of
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the calculated dose under various clinically relevant sit-
uations.

8.4.1 The dose calculation problem

It is very important to distinguish the 3-D display of
dose distributions from the 3-D calculation of the dose
distribution [8,12]. We define a true 3-D calculation as
one in which the primary and scattered radiation com-
ponents are followed independently throughout the vol-
ume of tissue irradiated. Primary radiation originates in
the radiation source and reaches the proximity of a
point of interest without any prior interaction in the
patient. The scatter component reaches the destination
point by indirect routes along multiple pathways within
the patient. This is shown for a simplified case in Fig-

ure 8.1 where only single-scatter events are considered.
In reality, the situation is much more complex because
the primary source is generally composed of a spectrum
of different particles which do not originate from a sin-
gle point [104,109]. In the patient, multiple-scattering
of the shower of scattered photons and electrons is
equally complex. Thus the 3-D computational burden is
large and some compromise between dose accuracy and
computational speed is inevitable in practical dose
algorithms.

8.4.2 A generic algorithm using the
superposition principle

A major advance in dose calculation methods occurred
when radiation was decomposed into its primary and
scatter components. In fact, the evolution of algorithms
has been marked by a steady progressive decomposi-
tion of the dose components. The advantage is that each
component can be adjusted independently for beam
shape, beam intensity, surface topology of the patient,
and internal tissue densities. In Figure 8.2a, the total
scatter from a broad beam of radiation reaches a desti-
nation point, P(x,y,z) within a water phantom. Scatter
contributions from various subvolumes of different
shape can, however, be isolated if data are available for
a variety of depths and field sizes [30]. One can deter-
mine the contributions from regions in the form of a
slab (Figure 8.2b), pencil beam (Figure 8.2c), or point
(Figure 8.2d).

We define the pattern of spread of energy from
such entities as “scatter kernels,” illustrated conceptu-
ally in Figure 8.3. Figure 8.4 displays actual point ker-
nels calculated for Compton scattering events in a
uniform water absorber exposed to Cobalt-60 radiation
[14,76,113]. The kernels can be interpreted from two
points of view: (1) as iso-contributions from upstream
scattering points to a destination point of interest (i.e., a
receiver’s viewpoint) or (2)  as the energy spread from a
scattering point to downstream voxels (i.e., a sender’s
viewpoint). Figure 8.5 shows point kernels for 5 MeV
mono-energetic photons (equivalent to about a 15 MV
beam), decomposed into contributions from primary
Compton electrons, singly-scattered Compton photons,
twice-scattered Compton photons, multiply-scattered
Compton photons and radiative photons due to the
slowing down of charged particles [8].

During the execution of a dose algorithm, the dose
at a point is calculated by summing the effects from
scattering elements. The level of summation required,
however, is dictated by the problem and boundary con-
ditions at hand. If the incident radiation is changing in
only one direction (e.g., wedged photon field), then
there are speed advantages to using a slab kernel and
performing only a one-dimensional superposition. If

Figure 8.1
Schematic of a radiotherapy beam incident on a patient. 
The shaded slice represents the plane of dose calcula-
tion. Each point in this plane receives primary radiation 
(P) directly from the source and scattered radiation (S) 
which originates in any slice of the patient. A true 3-D cal-
culation includes the effects of inter-slice scattering on 
total dose. [Adapted with permission from reference [8].]



237CHAPTER  8: COMPUTERIZED RADIATION TREATMENT PLANNING SYSTEMS

the incident beam intensity is intentionally varied in
two directions using tissue compensators or intensity
modulation, then the pencil beam approach is more
suitable [4,22,23,65,87]. If the beam fluence is also
changing in a complex way throughout the absorber,
then the point kernel must be known and a full 3-D
integration is necessary. Mathematically [1,12,34] the
dose distribution, D(x,y,z) for situations depicted in
Figure 8.2b, 8.2c, and 8.2d, respectively, is:

where Φ is proportional to the primary source fluence
(particles per cm2) incident upon the surface of each

scatter kernel, and K can be either a point, pencil, or slab
kernel. In this general discussion, the kernels are not
assumed identical for each combination of scattering
element (x′,y′,z′) and dose point (x,y,z), i.e., the kernels
are not assumed to be invariant throughout the irradiated
volume. In heterogeneous tissue, these equations allow
for local changes in pimary fluence, Φ, as well as
changes in the spread of energy due to local scattering
conditions [1–3,73,87,141] (Figure 8.6). This general
approach is known as the superposition principle.

Under special circumstances, including mono-ener-
getic nondivergent sources incident on a homogeneous
absorber, the scatter kernels are identical or “spatially-
invariant” at each point (x′,y′,z′) in the absorber. The
dose integrals then simplify to convolution integrals,
with relative positions (x – x′, y – y′, z – z′) substituted
into the arguments of K in the superposition equations.
The advantage is that the integrals can then be evaluated
efficiently using fast Fourier transforms (FFTs)

Figure 8.2
The summation of dose contribution from various scatter kernels, K. (a) Beam kernel, (b) Slab kernel, (c) Pencil beam 
kernel, (d) Point kernel. [Adapted with permission from reference [12].]
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[15,44,88,96,136]. When applied to the case of a poly-
energetic divergent beam incident on a heterogeneous
absorber, some approximations are introduced in order
to maintain the Fourier speed advantage, but at the
expense of accuracy [16,17,136,146]. The effects of lat-
eral electron transport can also be included in the FFT
approach [137].

The universality of the applicability of the superpo-
sition method is illustrated in Figure 8.7 for a photon

beam, for an electron beam and for an array of
brachytherapy sources. For photon beams (Figure
8.7a), every point in the absorber is a source of scat-
tered radiation, with the source intensity being modu-
lated by exponential attenuation of primary photons.
For electron beams (Figure 8.7b), the primary fluence
of electrons is limited to the surface of the absorber and
pencil beam kernels are generally used. For brachyther-
apy, the fluence, Φ, is a discontinuous function propor

Figure 8.3
Scatter kernels of different dimension.
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Figure 8.4
Cobalt-60 first-scatter kernels obtained by: (a) Monte Carlo method; (b) Analytical method, showing iso-contributions as 
dSAR values. [Adapted with permission from reference [113]]; (c) Analytical method, isodoses labeled in units of eV/g 
per photon interaction at the origin. [Adapted with permission from reference [14]]. Figures (a) and (c) are displayed from 
the “sender’s” perspective. Figure (b) is inverted and displayed from the “receiver’s” perspective.

Figure 8.5
5.0 MeV dose spread kernels representing the energy distributed away from a primary interaction site in water by primary 
electrons and positrons set in motion by incident photon interactions (primary), once-scattered photons (1st), twice-scat-
tered photons (2nd), multiply-scattered photons (mult), Bremsstrahlung and annihilation photons (b+a), and the sum of 
all interactions (total). [Adapted with permission from reference [8].]
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tional to the source strength (or activity) at discrete
locations of source placement. The point kernel for
brachytherapy is the dose pattern surrounding each
radioactive seed [91];

where Sk is the air kerma strength of the source (units U
= μGy m2 h–1), and is related to source radioactivity; Λ
is the dose rate constant (cGy h–1 U–1), which yields
the dose rate at a reference point, usually at 1 cm along
the perpendicular to the seed axis (i.e., 90°); G(r0,θ0) is
the geometry factor, related to the distribution of radio-
activity within a seed; this term is different for point
sources and for line sources; g(r) is the radial depth-
dose curve, related to the attenuation and scatter within
water; and F(r,θ) is the anisotropy function, related to
the attenuation and scatter within the seed encapsula-
tion materials and is normalized to 1.00 at coordinate
(r, 90°).

8.4.3 The Monte Carlo method

Integration can also be performed by the random-sam-
pling technique known as the Monte Carlo method
[6,75]. This technique simulates a large number of indi-
vidual particle tracks and as they traverse the tissue
voxels, the energy absorbed is scored in voxels tra-
versed by charged particles (see Figure 8.8). After
approximately 106–107 primary photon histories are
simulated, the dose value, D(x,y,z), in each voxel con-
verges to a statistically-acceptable result. This integra-
tion method is less efficient than the kernel-based
methods but it allows a wider range of complexities to
be taken into account, especially within inhomoge-
neous tissue. The EGS4 Monte Carlo code [63,95] has
been an invaluable tool in generating scatter kernel
data, providing benchmark data for testing the perfor-
mance of approximate algorithms, and simulating the
radiation emerging from linear accelerators to serve as
input data for algorithms [104]. Progress is being made
towards using the Monte Carlo method directly for
treatment planning [39,52,77,142].

Figure 8.6
Photon point kernel at 6 MeV, corrected for tissue density 
changes using the density scaling method. [Adapted from 
reference [141].]
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(8.4)

Figure 8.7
Universality of the superposition principle. (a) photon 
beams, (b) electron beams, and (c) brachytherapy 
sources.  Each uses a fluence distribution (F) and a kernel 
(K) specific to the clinical application.
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8.4.4 Specific dose algorithms

Historically, two approaches have been taken [32,
90,139], as summarized in Figure 8.9 [78]. In correc-
tion-based methods, the starting point is always the
dose distribution for an all-water absorber, with second-
ary corrections introduced to account for tissue density.
In the model-based methods, there is much greater reli-
ance on the fundamental physics of scattering and the
dose distribution in water is no longer a prerequisite.

Correction-Based Methods
The dose distribution, corrected for tissue inhomogene-
ity, is given by:

where Dinhom is the dose distribution within inhomoge-
neous tissue; ICF is the inhomogeneity correction fac-
tor; and DH2O is the reference dose distribution in a
homogeneous water absorber.

The advantage of this approach is that the dose dis-
tribution can be calculated via two independent algo-
rithms used in tandem. A fast method can be used to
predict the dose distribution in water—a “first-order”
approximate solution to the calculation problem. A per-
turbation method is then used to correct the water dis-
tribution using the local ICF factors. The details of
various methods for calculating these factors on the
basis of tissue contours and average density are summa-
rized in Figure 8.10. These techniques rely principally
on a water-equivalent or effective pathlength (d’). The
use of an effective pathlength adjusts the primary flu-
ence of the radiation reaching a dose point correctly.
However, this approach indirectly adjusts the scatter
component and this is a fundamental limitation of these
early methods. The Power-Law method [112] also con-
sidered the proximity of an inhomogeneity to the point
of interest (d1, d2) and greatly improved the accuracy of
dose calculations in lung regions.

Kappas and Rosenwald [67] developed a 3-D beam
subtraction method for inhomogeneity corrections.
Sontag and Cunningham [114] introduced the Equiva-
lent Tissue Air Ratio (ETAR) algorithm as a modifica-
tion to the ratio of TAR algorithm by accounting for
variation in tissue density both in the plane of calcula-
tion as well as in the third dimension. The original
implementation was characterized as a “2.5-D” method
due to the compression of the heterogeneous volume
into a virtual scattering slice positioned at a mean lat

D x y z ICF x y z Din Hhom( , , ) ( , , )  (x,y,z)   20

(8.5)

Figure 8.9
Two approaches to dose calculation algorithms. [Adapted 
with permission from reference [78].]

Figure 8.8
Single photon history. Each primary photon interaction 
releases a shower of secondary electrons and photons. 
The energy deposited by charged particles (e-, e+) is 
scored in voxels. [Adapted with permission from refer-
ence [8].]
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               eral distance (Zeff) from the plane of interest. In recent
implementations, the slice collapsing procedure has
been avoided and Fourier convolution has been applied
to perform the scatter integration more efficiently,
assuming an invariant scatter kernel, Wijk [144].

Model-Based Methods

Model-based methods (Figure 8.11) have the potential
to calculate the dose, D(x,y,z), directly from first prin-
ciples without the prerequisite dose distribution in
water. Assuming the characteristics of the incident pri-
mary radiation are known, the transport of radiation
through the tissue voxels is more explicitly considered.
The differential scatter-air ratio method (dSAR) was
proposed almost four decades ago for the calculation of
dose in the presence of small tissue inhomogeneities
[29,68]. The scattering “strength” of each voxel was
based on differential scatter-air ratios measured in
water, but a single-scatter ray-tracing model applied to
the total scatter led to unacceptable accuracy. The Del-
taVolume method [138] is a descendant of the dSAR
method, although it was developed much later. In this
technique, the influence of an individual air-filled voxel
was precisely measured in water using specialized
dosimetry instrumentation. Because of the computa-
tional burden of ray-tracing between pairs of voxels,
and need for a radiation database which could not eas-
ily be measured, this method has not been implemented
widely.

The paradigm shift in model-based calculations
occurred when it was realized that (1) scatter kernels
could be treated as “response functions” and (2)  this
impulse-response analysis also applied to the primary
electrons launched by photons (Figure 8.5). This
opened the possibility of solving a long-standing funda-
mental limitation of all previous (non-Monte Carlo)
methods, the inability to correct for lateral disequilib-
rium of electrons in narrow photon beams or at the edge
of any beam or density discontinuity.

Lateral Electronic Disequilibrium

In most photon algorithms, electrons set-in-motion by
primary photons are assumed to be absorbed “on the
spot.” This assumption weakens for higher energy x-
rays which launch electrons that travel several centime-
ters, especially in lower density tissue. For example, the
dose in lung exposed to a narrow (5 cm) x-ray beam is
actually reduced by almost 10%, compared with an
increase of 10% predicted by traditional methods
[42,53,84,85,122,145]. This effect is illustrated in Fig-
ure 8.12, which demonstrates a substantial difference
between total dose and primary fluence, at times mov-
ing in the opposite direction as predicted by conven-
tional methods. There is a substantial advantage to
using algorithms, which clearly distinguish the primary

Figure 8.10
Some correction-based algorithms for photon beams.
Figure 8.10d is adapted with permission from reference 
[114] and the Radiological Society of North America.
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               photon fluence, Φ, and the primary scatter kernel, K.
Without this distinction, discrepancies between the pri-
mary photon fluence and the absorbed dose in build-up
regions, build-down regions, at tissue interfaces
[41,85,108,129,130] can only be remedied by empiri-
cism.

8.4.5 Electron dose algorithms

Pencil Beam Method

For electron calculations, a pencil kernel need only be
integrated over the 2-D surface of the patient as in Fig-
ure 8.7b, provided the kernel can be adjusted in shape
with penetration depth. Pencil beam kernels have been
derived from analytical theory [64,82,98,106], Monte
Carlo simulations [20], or from empirical data
[33,123]. Correction of the kernel for tissue inhomoge-
neity, including the strong effects of atomic number, is
based on converting CT image data to scattering power
data [54,100,143].

Phase Space Evolution

In the phase space evolution technique, the pencil beam
is constantly redefined with successive layers of pene-
tration depth [59,82]. The superposition technique then
becomes more similar to the 3-D superposition method
used in photon beams (Figure 8.2d). The kernel is
based on the statistical distributions of location, energy,
and direction of a cohort of electrons after traversing a
small layer of material. The distributions are then prop-
agated in an evolutionary manner until all the electron
energy is expended. The evolution of the beam must be
recorded in a multi-dimensional space, and this book-
keeping requires significant computer resources [105].

Macro Monte Carlo Methods

Individual electron histories can be followed but on a
coarser grid spacing, compatible with the size of image
voxels. In one implementation [95], the history of an
electron is followed along a sequence of abutting spher-
ical voxels (Figure 8.13). The scattering effects of these
spheres, which can each be viewed as scatter kernels,
are predetermined by detailed Monte Carlo simulations,
thereby achieving the savings in computational time.
The Voxel Monte Carlo (VMC) algorithm [69] uses
simplifications of general Monte Carlo codes for the
specialized application to electron beam calculations.
Firstly, the domain of validity of the theories underly-
ing Monte Carlo code was restricted to the energy
range of 1–30 MeV and to the materials of clinical rele-
vance, leading to simpler probability functions for all
physical processes. Secondly, the step size for generat-
ing an electron history is maximized with a minimal
loss of accuracy. Thirdly, the number of electron histo-
ries is reduced by recycling histories in different
regions of a patient through density scaling of electron

Figure 8.11
Some model-based algorithms for photon beams. 
[Adapted with permission from references [8] and [138].]
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path lengths. In brief, these variants of the microscopic
Monte Carlo method adopt a macroscopic scale, com-
patible with today’s imaging capabilities. 

8.4.6 Judging the capability 
of a dose algorithm

A good understanding of the underlying radiation phys-
ics as it applies to a wide variety of irradiation condi-
tions is necessary in order to ensure a dose result which
can be trusted for clinical decision-making. Unfortu-
nately, dose algorithms are often the most hidden ele-
ments of the treatment planning software because of
proprietary reasons. Furthermore, the implementation
of an algorithm is usually a modification of published
procedures, with pre-processing of the radiation data
base or additional approximations introduced to accel-
erate the computational speed. A qualified medical
physicist must therefore investigate the methods actu-
ally used by the manufacturer, understand the radiation
database requirements, and review the software imple-

mentation details, including source code if it is made
available.

Algorithm Classification

We list here some key questions, which help to define
the nature of an algorithm. They are complementary to
other questions which form part of the tender document
for purchasing computerized treatment planning sys-
tems (section 8.8).

• What is the name of the algorithm used?
• What publications is the algorithm based on?
• What deviations from the published methods 

were used during software implementation?
• What radiation data base and anatomy database 

is required as input?
Having defined the general features of the algo-

rithm, more specific details can be determined, using
the checklist suggested for photon beams of Table 8.3.

The arrows denote the direction towards greater
intrinsic capability usually with a penalty in speed per-
formance. Similar tables can be developed for electron

Figure 8.12
FLUENCE and DOSE distributions for a beam of 5.0 MeV photons (5 x 5 cm2 field) incident on a water phantom (a & c) 
and a slab phantom with a cork insert (b & d). FLUENCE distribution in a water phantom (a). FLUENCE distribution in a 
water-cork-water phantom (b). DOSE distribution in a water phantom (c). DOSE distribution in a water-cork-water phan-
tom (d). Note the dose reduction in the central region of the cork and the penumbral flaring of the beam. [Adapted with 
permission from reference [8].]

(a) (b)

(c) (d)
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beams and for brachytherapy. The table emphasizes the
utilization of digital anatomy density data for inhomo-
geneity corrections, the relationships to the core super-
position principle, and the computational speed. The
speed specification should be carefully reviewed since
a “fast” method may entail less detailed radiation phys-
ics, a limited volume of dose computation, or a coarser
dose grid. All of these can lead to dose inaccuracies and
may be of concern especially with dose escalation in 3-
D conformal radiation therapy.

Algorithm Testing

Experimental testing protocols (section 8.10) for in-
water dose distributions and for inhomogeneity correc-
tions will help to screen algorithms, especially those
with poor intrinsic physics, for dose accuracy. The dose
accuracy results obtained should correlate well with the
expected performance based on the criteria listed in
Table 8.3. After acceptance testing of the planning sys-

tem, it is always instructive to compute dose distribu-
tions for a set of clinical test cases. These can be
compared with those obtained from previously used
treatment planning methods, and any differences
resolved on the basis of new algorithm capabilities.
After clinical commissioning, quality assurance of the
dose algorithm and its associated utilities must be
repeated, especially after major software upgrades that
can directly or indirectly impact the dose accuracy.

8.5 Design and Architecture
8.5.1 Basic components

A treatment planning system is a combination of hard-
ware and software components that allow the user to
produce and display calculated dose distributions from
which a physician will prescribe a patient’s radiation
treatment. The basic components of a treatment plan-
ning system include:

Software
• Utility software for entering external beam treat-

ment unit and measured absorbed dose data
• Utility software for entering brachytherapy 

radioisotope data
• Utility software for accessing and printing 

selected treatment unit or source data
• Software for creating and organizing patient 

data files
• Contouring software for entering the external 

contour of the patient, internal contours, target 
volumes and landmarks pertinent to the treat-
ment

• Utility software for transferring patient CT data 
and converting to relative electron densities

• Video display software for interactive beam 
placement, shaping, sizing, and filtering

• Dose calculation initialization software for 
establishing calculation grid and method of cal-
culation (e.g., contour correction included, inho-
mogeneity correction included)

• Dose calculation software
• Isodose display software including relative nor-

malization and beam weighting
• Hardcopy software for producing scaled isodose 

distributions
• Archiving software for storing non-current 

patient data
• Backup software for protecting operating system 

and application programs

Hardware
• Central processor with memory to accommodate 

operating and application software
• High resolution graphics capability

Figure 8.13
Macro Monte Carlo method using spherical scatter ker-
nels. Each incident electron travels along a series of abut-
ting spheres. [Adapted with permission from reference 
[95] and IOP Publishing Limited, Bristol, UK.]
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• Mass storage (hard disk) capacity sufficient to 
easily retain all current patients on treatment

• Floppy disk and CD ROM
• Keyboard and mouse
• High resolution graphics monitor
• Digitizer
• Laser printer
• Color plotter
• DAT tape for archiving and backup
• Ethernet card for acquiring CT data and remote 

access
Various components of a typical treatment planning

system are pictured in Figure 8.14.

8.5.2 Stand-alone system

Stand-alone treatment planning systems contain the
basic components described above and would meet the
requirements of a smaller cancer treatment facility
where access to the system is limited to a few people
and where a single centralized planning facility is ade-
quate. The components of a stand-alone system are
shown schematically in Figure 8.15. The management
of a stand-alone system is relatively straightforward
with only a few user accounts/passwords and less
restricted access to the system components. One CPU
carries the burden of running all system resources.

Stand-alone planning systems are sometimes pur-
chased for dedicated applications such as brachyther-
apy or stereotactic radiosurgery. Specialty planning
systems of this type typically offer features not avail-
able through the larger systems but do not provide the
capability to export or merge patient data. Furthermore,
they require additional management overhead.

8.5.3 Multi-station system

Multi-station planning systems are required in larger
cancer treatment facilities where medical physicists,
dosimetrists, and physicians need to access the system
simultaneously. The components and architecture of a
multi-station system are shown in Figure 8.16. A multi-
station planning system is typically distributed over a
local area network (LAN) and sometimes a large area
network. Workstations can be located in several places
and are distributed to facilitate commissioning, clinical
treatment planning, security, and system management.

8.5.4 Ancillary components

A multi-station planning system typically requires a
central file server for printing and file handling and also
facilitates system management. A separate server is
required for efficient electronic transfer of digital
images [e.g., CT in DICOM (Digital Imaging and

Table 8.3
Checklist of Key Features of Photon Dose Algorithms. Arrows Indicate 
Progression Toward More Desirable Features

FEATURE CHARACTERISTIC TO CONSIDER

Sensing of anatomy voxels during scatter calculations 1-D rayline → 2-D slice → 3-D volume

Scatter kernel dimension beam → slab → pencil → point

Scatter kernel content total → S1 photons → S>1 photons → P electrons

Scatter kernel source Empirical or theoretical

Scatter kernel – corrected for tissue inhomogeneity No → density-scaled → atomic number correction of total? 
S1 photons? or S>1 photons? P electrons?

Dimension of scatter integral 0-D → 1-D → 2-D → 3-D

Computational speed (CPU time per dose point per beam) slow → medium → fast

S1 = first scatter of photons
S>1 = higher order scatter of photons, in addition to S1
P = primary knock-on electrons, in addition to S1 and S>1
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Communications in Medicine) format] to the planning
system and an optical storage facility is needed to
house and provide access to large volume image data
sets. Image data sets are usually acquired from a CT
scanner or CT simulator but could originate from any
device provided they are in DICOM format and soft-
ware is available for importation/fusion. 

Network infrastructure for a multi-station planning
system requires multiple hubs (10baseT) and typically
one switch with 100 Mb/s access (100baseT) for image
transfer. Virtual LAN optimization is a useful option. A
centralized computer room facilitates environmental
control, system management and security, and can be
used to locate noisy printing and plotting peripherals.

Architectural overhead for a multi-station planning
system is significant and could require a full-time-

equivalent support specialist. User accounts must be
organized to protect patient data and at the same time
allow shared access when required. For example, physi-
cians contour or enter volumetric data on an image data
set, which is then accessed by dosimetrists for treat-
ment planning. In addition, when someone is absent,
dosimetrists and physicists routinely access each
other’s plans for editing. Users must also be able to sign
on at any workstation and have access to the required
resources without much difficulty.

Backup must be organized to protect both the oper-
ating software and the application. Ideally, the operat-
ing system would be located on a mirrored disk set on
the server and the application on a separate redundantly
(e.g., RAID 5) configured disk set with “hot swap”
capability. Archiving must be organized to retrieve eas-

Figure 8.14
Basic components of a modern 3-D radiation treatment planning system. From left to right: video monitor and keyboard, 
computer tower, film digitizer. [Courtesy of Theratronics International Ltd.]
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ily old patient plans or special planning cases. Accep-
tance, original commissioning, and re-commissioning
all require extensive system testing and associated data
archiving. 

8.5.5 Third party software

A reality of current treatment planning systems is the
need to develop and extend the capabilities of the soft-
ware. This is typically required to match existing treat-
ment equipment or existing clinical practice with the
planning system. In this situation, qualified personnel
develop software locally at the cancer center. One
example is the exportation and conversion of a planned
multileaf collimator (MLC) field to leaf coordinate
positions for a particular linear accelerator. Another
example is the development of software to transfer

electronically planning data for clinical trial protocol
participation (e.g., Radiation Therapy Oncology Group
(RTOG) clinical trials). These applications require the
use of commercial software tools and also access to the
planning system software. Access to the planning sys-
tem software may require the availability of the source
code in which case the vendor must communicate
closely with the developer and establish a liability
agreement. Alternatively, the vendor may supply com-
mercial tools, which allow access to the planning sys-
tem without the need to obtain the source code.

Modern treatment planning systems often come
with embedded third party software either within the
treatment planning programs or separate from these
programs. Thus, spreadsheet software can be used to

Figure 8.15
Schematic of stand-alone treatment planning computer configuration.
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develop a series of macros, which allow for a series of
“automated” operations within the treatment planning
system. These macros can be used for running a series
of consecutive plans to generate an optimized plan or
they can be used as a template to run a standard plan.
Furthermore, data generated by a water phantom can be
“cut” and “pasted” into the spreadsheet for the database
of the treatment planning system. Similarly, data base
programs can also be used for generating and storing
data for later analysis. These data could be used for
workload measures, for clinical studies, and any other
analysis deemed appropriate.

8.5.6 Evolution of treatment planning systems

Although the basic components of a computerized
planning system have not changed considerably, the

technical capabilities have. Recent developments in
computerized linear accelerator control, field collima-
tion technology (e.g., asymmetric diaphragms, dynamic
wedge, MLC), and electronic portal imaging have
driven the development of planning systems toward
providing 3-D conformal capability for both dose cal-
culation and display. The current focus in this area is on
the implementation of intensity modulated radiation
therapy (IMRT), which requires planning capabilities
for dynamic MLC operation.

While CT has been an integral part of computer-
ized treatment planning since the late 1970’s, other
imaging modalities are now being incorporated into the
planning process including magnetic resonance (MR),
ultrasound (US), positron emission tomography (PET),

Figure 8.16
Schematic of the components and architecture of a multi-station treatment planning system.
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and single photon emission computed tomography
(SPECT). In addition, the advent of the CT simulator
(virtual simulation) has extended the image handling
capabilities of treatment planning systems to include
digitally reconstructed radiographs (DRRs) and multi-
planar patient representation. Current focus in image-
assisted treatment planning includes fusion of images
from various sources with those from CT.

While the evolution of treatment planning technol-
ogy has moved toward 3-D conformal capability, there
is also an evolution toward a fully integrated electronic
patient record. In this regard, software is being devel-
oped to export planning data to the treatment units
directly from the planning system and also to store dose
distributions superimposed on patient images as part of
the patient’s electronic record. Because of possible
equipment combinations and permutations, third party
software development will likely be an important part
of the evolution of an integrated electronic patient
record.

8.6 System Specifications

Treatment planning systems consist of multiple compo-
nents both in terms of hardware as well as software.
The software usually has a vast number of options. In
addition, the user interface can vary dramatically from
one system to another. Thus, writing detailed specifica-
tions for a treatment planning system is a non-trivial
undertaking. However, the specifications are an essen-
tial requirement for a number of reasons. First, specifi-
cations are required if one plans to use a formal
tendering process for equipment purchase. Second,
specifications provide the standards that determine
whether the installed system can perform according to
the manufacturer’s promise (e.g., acceptance testing).
Third, the specifications provide a standard by which
quality assurance measurements can be assessed in
terms of long-term compliance, especially following
software updates.

The system specifications can be divided according
to (1) hardware, (2) system administration software,
(3) network and interface software, and (4) treatment
planning software. Appendix 8.I gives the contents of a
tender document, which includes a summary of what
should be considered under specifications. The AAPM
Task Group 53 [46] has given some general comments
on specifications. For example, specifications should be
reasonable constraints that are readily quantifiable, test-
able, and measurable. It is not very useful to describe a
global specification as “2% accuracy in dose calcula-
tions” since this is too broadly based and not realistic.
Under what specific conditions is this specification to
be enforced?

Specifications can take various forms. These
include:
(1) System capabilities such as performing particular

functions or not (i.e., “yes” or “no” answers).
(2) Quantitative assessments such as calculation

speed, numbers of images it can store.
(3) Statements of accuracy such as would be applied

to dose calculations and beam geometry displays.

8.6.1 Sources of uncertainties

In order to understand system tolerances and to define
criteria of acceptability, one needs to have a clear
understanding of all the sources of uncertainties associ-
ated with radiation treatment planning programs. Fur-
thermore, there is no point in specifying an accuracy of
0.1% in dose and 0.1 mm in geometry if the actual
treatment of the patient cannot be done any more accu-
rately that 5% in dose delivery and 5 mm in spatial
accuracy. In general, the tolerances lie somewhere
between these two extremes. Sources of uncertainties in
the treatment process include:

• Mechanical treatment machine related uncer-
tainties. These include gantry rotation, collima-
tor rotation, shielding block repositioning, and 
field size settings.

• Dosimetric treatment machine related uncer-
tainties. These include accuracy and reproduc-
ibility of the monitor ionization chamber, 
reproducibility of field flatness and symmetry 
with a change in machine mechanical settings 
such as gantry rotation, collimator rotation, and 
collimator opening.

• Imaging related uncertainties. These include 
issues related to imaging accuracy such as geo-
metrical distortion in MR or beam hardening in 
CT, issues related to data transfer and conversion 
from CT numbers to electron densities, inaccu-
racies in image registration, and resolution lim-
itations especially with radionuclide studies.

• Patient-related uncertainties. These include 
patient repositioning and organ motion during 
any one of the steps of the planning and treat-
ment process such as CT scanning, simulation, 
and treatment. Patient changes of weight and 
tumor shrinkage also generate treatment uncer-
tainties.

• Uncertainties in the definition of target volumes 
and normal tissue localization. It has been 
shown that target volume determination is one of 
the larger uncertainties in the entire treatment 
process [70,72,115].

• Beam measurement uncertainties. These include 
uncertainties related to the detectors, the size of 
the detectors, the precision and accuracy of the 
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measurements, and the composition of plastic 
phantoms if these are used instead of water for 
certain regions such as the buildup region.

• Dose calculation uncertainties. These are 
related to beam measurement uncertainties as 
well as limitations in the calculation algorithms.

• Dose display. Decisions are often made at a 
computer display terminal about beam place-
ment and dosimetric assessment. If the dose dis-
tribution display is offset from the true anatomy 
then inappropriate decisions might be made 
about beam placement.

• Dose evaluation uncertainties. Dose volume his-
tograms (DVHs) provide a means of optimizing 
treatment plans. Inaccuracies in volume determi-
nation and dose binning procedures could 
impact the accuracy of DVHs.

• Biological modeling uncertainties. While bio-
logical modeling is in a very embryonic stage of 
clinical usage, the models are being used more 
frequently for fractionation and volume effects 
comparisons. Because of the complexity of bio-
logical response and the simplicity of most 
existing models as well as the scarcity of con-
trolled clinical data, these models have major 
limitations in their capability of predicting 
tumor control probabilities (TCPs) and normal 
tissue control probabilities (NTCPs).

The uncertainties described above do not include
any issues related to treatment errors that can occur as a
result of incorrect implementation of the proposed
treatment plan.

8.6.2 Suggested tolerances

Definition of criteria of acceptability for treatment
planning systems is very difficult due to the uncertain-
ties listed above and due to the variation in calculation
algorithms used by different commercial treatment
planning systems. Various authors have given their
opinions on criteria of acceptability or suggested toler-
ances [19,38,61,81,125]. The AAPM Task Group 53
[46] does not give a table of recommended values but
does indicate the range of accuracies that are probably
achievable and have divided these estimates into what
might be possible on conventional 2-D and modern 3-D
treatment planning systems. These possible criteria of
acceptability were generally based on personal and
anecdotal experience with very little being based on a
thorough quantitative analysis.

A statement of uncertainty must also include a
clearly defined associated probability of compliance.
Thus, stating that a calculation should be accurate to
2% is meaningless unless there is an indication of
whether this value represents one standard deviation,

two standard deviations or a specific confidence inter-
val. Van Dyk et al. [125] give tolerances in the form of
one standard deviation. In general, we feel that these
criteria are still relevant although perhaps, with
improvements in dose calculation algorithms, these cri-
teria could be tightened to some degree. Like Van Dyk
et al. [125], the TG53 Report [46] also indicates that
different regions within the radiation beam and anat-
omy will have different levels of accuracy, with the
build-up region and regions of tissue density variation
having the largest inaccuracies (Figure 8.17).

Levels of accuracy practically achievable are
clearly dependent on the capabilities of specific dose
calculation algorithms. Thus a statement of a suggested
tolerance is literally that, i.e., a suggested tolerance.
Such numbers can be used as goals but need to be con-
sidered in the context of the specific treatment planning
system’s capabilities and departmental needs. Table 8.4
is adapted from TG53 and gives the possible achievable
tolerances while Table 8.5 provides more specific crite-
ria of acceptability for external beam dose calculations.
While not indicated in the Task Group report, we rec-
ommend applying these suggested criteria of accept-
ability to the 67% confidence level, i.e., one standard
deviation. The goal of researchers who are developing
new dose algorithms for external beams should con-
tinue to be 2% accuracy everywhere except in high
dose gradient regions where the accuracy should be 2
mm in geometric displacement of isodose curves [61].

Figure 8.17
Different regions of dose calculation accuracy. [Reprinted 
with permission from reference [46].]
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For brachytherapy, uncertainty estimates are more
difficult to determine because of the very short treat-
ment distances and the resulting very large dose gradi-
ents. Measurements are very difficult to perform, and
one often has to be satisfied with published data. Also,
brachytherapy calculations include absolute outputs in
Gy or Gy/hr, thus requiring a clear understanding of the
absolute source output specifications in terms of radio-

activity or source strength (see chapter 18). The recom-
mendations by Van Dyk et al. [125,126] continue to be
relevant (Table 8.6). 

The goal of researchers who are developing new
brachytherapy algorithms should continue to be 3%
accuracy in dose everywhere at distances of 0.5 cm or
more [125,126].

Table 8.4
Generally Achievable Tolerances for 3-D Treatment Planning Systems 
[Adapted with permission from reference [46].] Percentages are quoted as a 
percentage of central ray normalization dose.

FREQUENCY (MHz)
ACHIEVABLE
TOLERANCE

COMMENT

Entry of axial contours 0.1 cm Based on CT data entry

Outlining of PTV given a CTV 0.3 cm Depends on contour expansion routine

Use of MR for target delineation 0.2 – 0.5 cm Depends on image registration and 
geometric distortions

Beam location resolution <0.1 cm

Collimator setting 0.1 cm

Aperture definition 0.1 cm

Collimation and aperture display 0.1 cm

Gantry angle <1 deg Resolution typically 0.1 degree

Table/collimator angle <1 deg Resolution typically 0.1 degree

Dose, central 80% of beam width, central axis slice, 
no beam modifiers, no inhomogeneities

1%

Dose, central 80% of beam width, non axial slice, 
no beam modifiers, no inhomogeneities

1%

Dose in penumbra (80–20%), open field, 
no inhomogeneities

1–5 mm Depends on model and grid effects

Dose to normalization point in blocked field 2%

Dose under block, no inhomogeneities 2%

Dose in block penumbra, no inhomogeneities 1 mm

DVH accuracy Difficult to define Depends on dose grid, region of interest 
grid, accuracy of volume determination, size 
of histogram, plan normalization.

Predicted NTCP Difficult to define Depends on model, organ, fractionation, and 
volume.
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8.7 Practical Considerations
Perhaps, the greatest variability in the amount of effort
spent by different institutions on the purchase, commis-
sioning, and quality assurance process of any technol-
ogy is related to computerized treatment planning
systems. There are various reasons for this including:
(1) Variations in design and complexity of computer-

ized treatment planning systems from simple 2-D
systems running on a single personal computer
with a popular operating system to very sophisti-
cated 3-D treatment planning systems running on
higher level hardware possibly with a central
server and multiple stations combined with a more
specialized software platform.

(2) Variations in staffing skills of radiation therapy
departments and the corresponding ability to deal
with sophisticated technology. Thus, a large aca-
demic institution, in all likelihood, will spend
much more time and effort on the purchase and
commissioning of a new system compared to a rel-
atively small private practice clinic which has
fewer staff.

Table 8.5
Sample Criteria of Acceptability for External Dose Calculations. [Adapted 
with permission from reference [46].] Percentages are quoted as percent 
of the central ray normalization dose.

SITUATION
ABSOLUTE DOSE 
AT NORMILIZATION 
POINT (%)

CENTRAL 
RAY (%)

INNER 
BEAM 

(%)

PENUMBRA 
(MM)

OUTER 
BEAM 
(%)

BUILDUP 
REGION 
(%)

HOMOGENEOUS PHANTOMS

Square fields 0.5 1 1.5 2 2 20

Rectangular fields 0.5 1.5 2 2 2 20

Asymmetric fields 1 2 3 2 3 20

Blocked fields 1 2 3 2 5 50

MLC-shaped fields 1 2 3 3 5 20

Wedged fields 2 2 5 3 5 50

External surface variations 0.5 1 3 2 5 20

SSD variations 1 1 1.5 2 2 40

INHOMOGENEOUS PHANTOMS**

Slab inhomogeneities 3 3 5 5 5 –

3-D inhomogeneities 5 5 7 7 7 –

* Absolute dose values at the normalization point are relative to a standard beam calibration point.
** Excluding regions of electronic disequilibrium.

SITUATION CRITERION (%)

Single point source
  Distances of 0.5 to 5 cm

5

Single line source
  Points along normal to the central
  80% of the active length and 
  distances of 0.5 to 5 cm

5

Source end effects
  Difficult to quantify; therefore
  no specification is given

Table 8.6
Sample Criteria of 
Acceptability for 
Brachytherapy 
Calculations. 
Percentage is a 
percent of local dose.
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(3) Variations amongst physicists and radiation oncol-
ogists in their perception of acceptable tolerance
levels and the time and effort required to commis-
sion a new system.

(4) Variations of technologies available in a given
department such as:

• Multimodality linear accelerators with multileaf 
collimation and electronic portal imaging

• Stereotactic radiosurgery
• CT-simulation
• Multiple imaging sources including CT and MR 

imaging
• Intensity modulated radiation therapy (IMRT) 

with stationary segmented treatments or with 
dynamic treatments

• Simulation with digital image capture capabili-
ties

• Radiation oncology information management 
systems that allow image and treatment plan 
data transfer throughout the radiation oncology 
department

• Participation in clinical trials requiring patient 
treatment and QA data to be transmitted through 
the Internet to the study site (e.g., RTOG)

• Multiple satellite facilities networked to provide 
centralized treatment planning capabilities

8.7.1 Staffing considerations

The above variations in technologies are a clear indica-
tion of the impact on the organizational considerations
of the treatment planning process. One fact is clear. The
increased complexity of treatment planning technolo-
gies requires more, rather than less, staff to ensure that
the technologies are used safely and that appropriate
QA procedures can be implemented and carried out
routinely. Furthermore, the rapid changes in software
involve software upgrades almost on an annual basis,
which, in turn, require a (partial) recommissioning of
the treatment planning system. This is in sharp contrast
to older treatment planning systems that one purchased
with relatively few changes until a major new release
was issued every 3 to 5 years.

As indicated in AAPM TG53 [46], the treatment
planning QA process is largely the responsibility of the
radiation oncology physicist although it is recognized
that other members of the team such as dosimetrists,
radiation therapists, radiation oncologists, and systems
managers also have important roles. As such, it is very
much a team effort with clinical, physical, and adminis-
trative components. A breakdown in communication or
in effort by any one member of the team could result in
misadministrations of dose to the patient with major
consequences.

8.7.2 3-D versus 2-D

The discussion of what comprises 2-D versus 3-D treat-
ment planning has been significant in the last ten years.
Today, 3-D is given such a special connotation that it
implies that in the past, the third dimension was never
considered. In reality, the third dimension has always
been considered overtly, indirectly, or intuitively. The
modern imaging devices and image display technolo-
gies have made 3-D viewing of patient anatomy much
easier and the image manipulation tools provide radia-
tion oncologists with target volume delineation capabil-
ities that can easily be carried out on multiple 2-D
slices to give comprehensive 3-D display capabilities.
The following are some of the capabilities that have
made 3-D treatment planning a major advance:

• Multislice imaging with thin slice thicknesses 
and small interslice spacing.

• User friendly target volume and normal tissue 
delineation tools.

• Use of different imaging modalities with image 
registration techniques to aid in target volume 
and normal tissue delineation.

• 3-D reconstructions of targets and normal tis-
sues including transparent surfaces and volume 
rendering displays including beam surface entry 
on the external patient contour.

• Easy manipulation and display of 3-D recon-
structions from planar image data.

• Beam geometry display incident on the patient 
at any angle with the possibility of non-coplanar 
beams.

• Irregularly shaped fields using shaped shielding 
or multileaf collimation.

• Beam’s eye view displays to aid the assessment 
of adequate target coverage and minimal normal 
tissue coverage.

• Digitally reconstructed radiographs for compari-
son with digitized simulator films or electronic 
portal images.

• Room’s eye view of treatment geometry with a 
view from any angle in the treatment room.

• Dose volume histograms assessing all the dose 
data in 3-D for both the target and normal tis-
sues.

• Dose calculation capabilities that allow for scat-
ter integration in all three dimensions while 
accounting for patient surface contours and tis-
sue densities also in 3-D. This remains a confus-
ing issue even in “3-D” treatment planning 
systems where the scatter dimensionality is 
often not 3-D and quite frequently it is only 1-D 
or 2-D.



255CHAPTER  8: COMPUTERIZED RADIATION TREATMENT PLANNING SYSTEMS

8.7.3 CT simulation versus 3-D RTPS

Virtual simulation is that process whereby the patient’s
treatment can be simulated using a patient that is repre-
sented by the image information acquired through some
imaging modality, most commonly CT or MR. CT
scanner vendors now provide CT simulators that are
primarily CT scanners with beam geometry display
software (see chapter 5). The virtual simulation process
can be performed without the patient present. Further-
more, most functions carried out on a CT simulator can
also be accomplished with a 3-D treatment planning
computer. The primary difference between CT simula-
tors and 3-D treatment planning systems is that histori-
cally the treatment planning computer vendors have
emphasized dose calculation capabilities first and
image manipulation capabilities second. CT simulator
manufacturers, however, with their depth of experience
in diagnostic image handling routines, have produced
3-D virtual simulation software that tends to be more
sophisticated in comparison to treatment planning com-
puters. These differences, however, are decreasing, and
in the future it is highly likely that CT simulators will
provide dose calculation capabilities and treatment
planning computer vendors will enhance their image
manipulation routines.

8.8 Purchase Process

The purchase process for treatment planning computers
can follow the generic approach of any of the modern
technologies used in radiation oncology (see chapter 2).
The details will vary from one institution to another
dependent on institutional size, the available staff, com-
puter expertise, other technologies in the department,
and financial resources. The following summarizes
some of the steps to consider in the purchase and clini-
cal implementation process.

8.8.1 Assessment of need

At the very beginning of purchase considerations, it is
important for the purchasing organization to define its
exact interest, needs, and desires of the treatment plan-
ning system. Factors to consider in setting the direction
for purchasing a system are summarized in Table 8.7.

The needs are best defined by an equipment selec-
tion committee with the involvement of physicist,
oncologist, dosimetrist, and computer staff. Based on
this information, decisions need to be made regarding
the general capabilities of the treatment planning sys-
tem as well as the number of treatment planning sta-
tions required, the interfacing and/or networking with
appropriate diagnostic scanners or CT simulators.

8.8.2 Request for information

Fairly early in the purchase process, it is very useful
and educational to send out a request for information to
all vendors of treatment planning systems. This request
should describe the process that will be used for the
purchase and solicit technical specifications and a bud-
getary quote for the general system type that the pur-
chaser aims to place in the department. There are
several reasons for this. First, it provides the purchaser
with enough baseline information to decide early which
systems rank highly for satisfying the departmental
needs and allows for a short listing of preferred manu-
facturers who will be contacted for further detailed
information. The information received will also be used
in developing a detailed tender document. It also pro-
vides a rough estimate of the funding level needed for
the new system. This will allow the purchaser to down
scale the system if it is out of budgetary range or to
budget properly for the system in an upcoming budget
year.

8.8.3 Vendor demonstrations/presentations/
site visits

With the requests for information in hand, it is possible
to invite the top ranked three or four vendors to provide
more detailed information. This is best done by asking
the vendors to bring in a treatment planning system to
the purchaser’s institution and to let staff of the pur-
chaser’s institution have some direct hands-on experi-
ence. If this is not possible, then site visits to clinics
using the system is the next best alternative. At this
stage it is important that the future clinical users of the
system, such as dosimetrists or treatment planners, par-
ticipate in this process. They are able to make the best
comments about the user interface and the system’s
capabilities and limitations. However, other aspects of
the system should also be evaluated, especially the
aspects that relate to data entry and system commis-
sioning. A great deal of frustration can occur in a sys-
tem that has a wonderful treatment planning interface
but a very poor data entry process. The amount of data
required for actual dose calculation commissioning
needs to be clearly understood since there is tremen-
dous variation from one vendor to another. Some ven-
dors require that the measured data are sent to the
factory for data entry and the vendor then returns the
appropriate commissioning data to the user. This is a
good process from the perspective that it reduces the
amount of time and effort required by the user for com-
missioning. However, it is a poorer process from the
educational perspective since the data entry and manip-
ulation usually provide the user with a clear under-
standing of the capabilities and limitations over the
usual range of treatment conditions. Furthermore, it
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places the purchaser at risk if for any reason the vendor
offers limited technical support or, worse, goes out of
business. The user would then be unable to commission
any new treatment beams.

The vendor visits to the purchasing institution also
provide an opportunity for a presentation by the vendor
on the system’s dose algorithms. It needs to be clearly
understood from these presentations what algorithm is
actually implemented currently and what new or modi-
fied algorithms remain to be implemented in the system
with corresponding timelines. Usually, the vendors’
time lines tend to be overly optimistic. Thus, if particu-

lar software requirements are essential for the pur-
chaser’s clinical operation but not yet available, then
the vendor’s projected timelines should be considered
judiciously.

With these vendor demonstrations, it is very useful
to perform a number of typical treatment plans for com-
mon situations encountered in the clinic. These exam-
ples often bring to light issues that could become
problematic in the transition from present practice. One
especially important aspect of this is the time/monitor
unit calculation process. Some treatment planning sys-
tems may force substantial changes to existing practice.

Table 8.7
Factors to Consider at the Early Phase of the Purchase Process for 
an RTPS

ISSUES QUESTIONS/COMMENTS

Status of existing treatment planning system Can it be upgraded? Hardware? Software?

Projected number of cases to be planned over the next 
  2 to 5 years

Include types and complexity, e.g., number of 2-D plans 
without image data, number of 3-D plans with image data, 
complex plans, etc.

Special techniques Stereotactic radiosurgery? Mantle? TBI? Electron arcs? 
HDR brachytherapy? Other?

Number of work stations required Depends on caseload, average time per case, research and 
development time, number of special procedures, number of 
treatment planners, whether system is also used for monitor 
unit calculations.

Level of sophistication of treatment planning 3-D conformal radiation therapy? Participation in clinical 
trials? Networking capabilities?

Imaging availability CT? MR? SPECT? PET? Ultrasound?

CT-simulation availability Network considerations.

Multileaf collimation available now or in the future Transfer of MLC data to therapy machines?

3-D conformal radiation therapy capabilities on the 
  treatment machines

Can the treatment planning system handle the therapy 
machine capabilities?

The need for special brachytherapy considerations e.g., Ultrasound guided brachytherapy. Can ultrasound 
images be entered into the treatment planning system?

Intensity modulated radiation therapy capabilities Available now or in the near future?

Treatment trends over the next 3 to 5 years Will there be more need for IMRT, electrons, or increased 
brachytherapy

Case load and throughput Will treatment planning become the bottleneck?
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Another and related aspect is the treatment plan nor-
malization process. It is very important to understand
both of these issues since they could have a major
impact on existing operational procedures. Certainly,
one wants to make educated decisions in advance and
not be required to make treatment procedure changes
because of a poor understanding of the system’s capa-
bilities.

As part of this evaluation process it is also very
important to communicate with institutions that are
already users of the top-ranked systems of interest.
Those who have practical experience can best give
direct and personal feedback especially on issues of
importance to the purchaser.

8.8.4 Tender process

With the technical specifications in hand from various
vendors, the purchaser is in a position to develop a
detailed tender document. The rationale for a tendering
process has been outlined in chapter 2. Briefly, the ten-
der process provides the user with three benefits:

(1) The user is educated by writing the technical spec-
ifications in a tender document.

(2) The user has better chance at obtaining the best
price since the vendors recognize that they are
being placed in direct competition with other ven-
dors.

(3) The tender response is a legal document that can
be used by the user if the vendor does not meet the
specifications outlined in the tender document.

A sample of a Table of Contents of a tender docu-
ment for a treatment planning system is summarized in
Appendix 8.I.

8.8.5 Selection criteria

Generally, the user already has developed a set of selec-
tion criteria before the tender is submitted to the ven-
dors. Based on the needs assessment, it is useful to
make a list of those items that are “essential,” “import-
ant but not essential,” “useful,” and “not needed.”
Included in this list should be optional items that are
not always part of the standard package. Optional items
can be very costly if they are not recognized early
before the purchase process is complete. Table 8.8
gives an example of a limited list of items and how they
might be ranked by a particular institution.

Note that this table is not comprehensive but is
intended to give a sampling of the kind of items that
might be considered in ranking treatment planning sys-
tems. No system will provide all the options the user
desires. Furthermore, this is a listing of desired capabil-
ities of a treatment planning system but gives no indica-
tion of how well these functions have been coded, how
good the user interface is, how easy it is to enter the

radiation data, nor how stable the system operates.
These are additional factors that the purchaser will have
to rank when comparing different systems, using input
data from the vendor demonstrations and visits.

8.8.6 Purchase

Once all of the details of the system evaluations have
been accumulated from the tender document, from
other users of the systems, and from all the staff mem-
bers participating in the decision-making process, it is
still possible to return to the vendor for additional infor-
mation and for a final negotiation on the purchase price.
At this stage it is important to have a very clear under-
standing of what is included in the quoted price and
what components are considered options at an addi-
tional price. This is the final opportunity for assessing
and indicating the departmental needs. It may be possi-
ble to negotiate some of the options, extra peripherals
or extra workstations for a multistation system as part
of the quoted system price. Attention must also be paid
to items such as software or hardware upgrade con-
tracts and costs. Software upgrade contracts are very
useful in that all new software upgrades will be pro-
vided at the cost of the contract. This makes it easier
from a budgeting perspective since an annual fee will
be automatically forecast in the budget, rather than hav-
ing to negotiate with administration annually. Similar
arguments can be made for hardware although vendors
tend to be somewhat cautious about hardware upgrade
contracts since hardware is changing so rapidly. It is
understandably very difficult for vendors to define a
long-term contract without a clear knowledge of what
the specifications or the cost of the hardware are likely
to be over a period of 3 to 5 years.

8.9 Acceptance Testing
Acceptance testing of a new device usually is an assess-
ment that the device behaves according to the specifica-
tions defined by the manufacturer. If the tendering
process is used, then the details of these specifications
will already be found in the tender document. It is good
practice to define the acceptance testing procedures in
advance as part of the tender response. For treatment
planning systems, the measurement of performance for
all the parameters, especially the dose calculation com-
ponent of the system, is difficult to perform in a brief
time period. This is due to the nature of assessing a
treatment planning dose calculation process. The steps
include: (1) the measurement of “input” radiation data,
(2)  the entry of the data into the treatment planning
system, (3)  the calculation of dose for a series of beam
configurations for which measurements have also been
performed, and (4)  the comparison of the calculations
with the measurements. These steps effectively com-
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Table 8.8
Sample Selection Criteria and Possible Rankings (Concept adapted from a 
similar table produced at the Princess Margaret Hospital, Toronto, Canada)

ITEM ESSENTIAL
IMPORTANT BUT 
NOT ESSENTIAL

USEFUL NOT NEEDED

Hardware
Computer system

Computer platform
Operating system
Windowing platform
Network capabilities

Storage devices
Hard drive
Floppy drive
Zip/Jaz drive
Streamer tape
Optical disk

Input/Output
Patient data

Digitizer
Film scanner
Laser camera
Plotter (Vector)
Printer (Black & white laser)
Printer (Color)
Network
Keyboard

Image transfer
Floppy
Magnetic tape
Cartridge
Network
Optical disk
CT scanner data (specify manufacturer)
MR scanner data (specify manufacturer)
Simulator images (specify manufacturer)
Portal images (specify manufacturer)

User interface
Mouse
Keyboard
Interface customizable

Photon dose calculations
Homogeneous calculations

Table lookup
TAR/SAR/DSAR
Convolution/superposition
Monte Carlo

Inhomogeneity corrections
Ratio TAR (Equiv. path length)
Power law
Equivalent TAR
Convolution/superposition
Monte Carlo

Windows
NT
*

*
*

*

*
*

*
*
*

*
*

*
*

*

*

PC

*

*

*

*
*

*

*

*

*

*
*

*

*

*

*

*

*

*
*

Continued
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ITEM ESSENTIAL
IMPORTANT BUT 
NOT ESSENTIAL

USEFUL NOT NEEDED

Data entry
From water phantom

Other
Asymmetric jaw calculations
Dynamic wedge calculations

Electron dose calculations
Table lookup*
Pencil beam (Hogstrom) – 2-D
Pencil beam (Hogstrom) – 3-D
Pencil beam (Cunningham/Dutreix)
Diffusion equation
Monte Carlo

Data entry
From water phantom

Brachytherapy
Calculations

Inverse square for point source
Sievert integral
Tissue correction factor
   Polynomial
Table look up
Dwell time for PDR, HDR
Anisotropy corrections

Data entry
Orthogonal films
Stereo entry
CT data entry
Ultrasound data entry

Time/MU calculations
Special features
Anatomy

Enter target volumes on CT images
Enter target volumes on MR images
Image fusion
Auto external contour
Auto add bolus
Surface rendering
Wire frame rendering
Multiplanar reconstruction
Movie loop
Real time image rotation

*

*
*

*
* (or)

*

*
*
*

*

*

*
*

*

*
*
*
*
*
*

*

* (or)
*

*

*

*

*

*

*
*

*

*

*

*

Table 8.8
Continued

Continued
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ITEM ESSENTIAL
IMPORTANT BUT 
NOT ESSENTIAL

USEFUL NOT NEEDED

Beam features
Beam’s eye view
Room’s eye view
Observer’s eye view
Digitally reconstructed radiographs
Virtual simulation
Asymmetric jaws
Non coplanar calculations
Compensator/Attenuator calculations

Dose features
Dose volume histograms
Simultaneous display of alternate plans

Multileaf collimations (MLC)
Input of field shape configuration
Automated entry from target volume + margin
Display of leaf positions
Manual move of individual leaves
Automated “shape” transfer to machine
Ability to overlay leaves on simulator film
MLC specific calculations

Other
Security

Password protection
Basic data entry change protection
Write protection of basic data & files

Documentation
Program documentation
On-line help
Service support
Source code available
Programmers developers kit

Ancillary programs
Display of original beam data
Output of all parameters for individual units
Editing of parameters to improve data fits
Direct comparison of calculated vs. measured
Multiple block distances/transmission
Interface with water phantom system
Manipulations of wedge data

*
*
*
*
*
*
*
*

*
*

*
*
*
*
*

*

*
*
*

*

*

*
*
*
*

*
*

*

*

*
*

*

Table 8.8
Continued
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prise the commissioning component of the treatment
planning system and will take several weeks or months
to perform for all the photon and electron energies and
all the brachytherapy sources available in the depart-
ment. It is not fair for the manufacturer to have to wait
for the completion of all the commissioning tests before
the acceptance document is signed and payment is
issued.

A practical set of acceptance tests comprises a
series of tests that assess the basic hardware and soft-
ware functionality. The user should have, as part of the
pre-purchase evaluation process, requested the vendor
to demonstrate the system capabilities and accuracy of
calculation. For dose calculations, this could be demon-
strated by asking the vendor for the results of bench-
mark data. The data from AAPM Report Number 55
[86] could be used for photons and, for electrons, the
data of the Electron Collaborative Work Group
(ECWG) could be used [111]. Thus, with the knowl-
edge that the system can meet the standards of these
benchmark data, the acceptance testing process will
consist of convincing the purchaser that these standards
can still be met for the system that has just been
installed via a series of spot checks.

A practical approach to acceptance testing is first to
test the system’s hardware including the central pro-
cessing (CPU) unit(s) as well as the peripherals. Com-
mercial diagnostic programs can test the basic CPU as
well as some system components such as disk drives.
Running some simple input/output procedures can test
input/output devices. Simply entering a known contour
shape and assessing its accuracy on a printer or plotter
will provide some basic assessment of the proper func-
tioning of the system. AAPM TG53 has suggested a
more comprehensive approach and some examples
taken from this report are summarized in Table 8.9.

All the results from the acceptance testing should
be carefully recorded along with a clear description of
the procedure used to perform the tests. Since the user
can only test basic functionality but cannot conduct a
thorough beam commissioning in reasonable time, the
user should sign the acceptance document indicating
that basic functionality testing is accepted but the final
acceptance testing will be completed as part of the
commissioning process. While the legal/financial
aspects of this are open to some procedural ambiguity,
at least there is an indication to the vendor that more
detailed testing remains to be performed in a longer
time frame.

8.10 Commissioning
Commissioning involves getting the system ready for
clinical use. This means entering the appropriate basic
data, including radiation data, machine data, imaging-

related data so that the system is capable of represent-
ing the beam geometries and the dose that will be deliv-
ered to the patient. The following summarizes the
various components of commissioning a radiation ther-
apy planning system.

8.10.1 Non dose-related components

Treatment planning involves developing an optimized
beam arrangement: (1) to cover the target volume and
to avoid critical tissues, (2) to determine an accurate
dose distribution both in the target and critical tissues,
(3) to evaluate the dose distribution using tools such as
DVHs to aid in the determination of an optimized treat-
ment plan, and (4) to develop information, such as
DRRs, for assessing the actual implementation of the
treatment plan on the therapy unit. This section will
address issues related to the non dose-related compo-
nents of the treatment planning system as well as
describe a test phantom that can aid this commissioning
process.

We will describe an approach analogous to AAPM
TG53 [46] in evaluating the nondosimetric compo-
nents. This approach involves the usual sequential steps
in the treatment planning process.

Anatomical Description

Conventionally, the patient’s anatomy was described by
one or more external patient contours and possibly
some contours of internal structures. Today, we are
more likely to derive detailed 3-D patient anatomical
information including both external contours and inter-
nal structures from multislice CT or MR scanning. For
cancer of the prostate patients treated with brachyther-
apy, prostate anatomical data can also be derived from
transrectal ultrasound imaging. Since the CT, MR, or
ultrasound data are used for tumor and normal tissue
localization, it is crucial that these data accurately rep-
resent the patient and that the optimized beam geome-
tries are properly localized on this information. Errors
in beam geometry locations with respect to tumor or
normal tissues could result in geographic misses or nor-
mal tissue complications.

Table 8.10 gives a summary of various issues that
need to be addressed in commissioning the image pro-
cedures.

Once the image data have been entered into the sys-
tem, the anatomical structures need to be carefully
assessed for geometric accuracy and shape. If contours
are entered via a digitizer, then their accuracy can be
assessed by entering known shapes, printing them out,
and checking for a direct correlation between input and
output. In the modern 3-D systems, however, the ana-
tomical representation of the patient can be much more
complex, therefore, requiring more comprehensive test
procedures. A patient can be represented by various
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objects including points, contours, slices, 3-D struc-
tures, 3-D surface descriptions, and multiple data sets
of self-consistent volumetric descriptions [46]. The lat-
ter might well require image registration techniques
allowing the translation of a volume described in one
data set to a volume in another data set (e.g., from MR
to CT images). Table 8.11 describes anatomical struc-
ture considerations for 3-D treatment planning systems.

The actual verification of the issues listed in
Tables 8.10 and 8.11 is not trivial and can be aided by
the use of specialized phantoms. Craig et al. [27] have
described such a phantom. Because of the importance
of assessing non dose-related QA issues, its design will
be described here to provide a guide to those embarking
on new 3-D treatment planning systems. It is expected
that this design will be enhanced or other analogous

phantoms will be produced to aid the testing and com-
missioning of modern treatment planning systems.

The phantom design is shown schematically in Fig-
ure 8.18A. It consists of two components: (1) a rotat-
able component to assess the display of the radiation
beam graphics and CT data set manipulations, and (2) a
body component to assess the treatment of anatomical
volumes and the conversion of CT numbers to relative
electron densities. Figures 8.18B and 8.18C show pic-
tures of the rotatable and body components, respec-
tively. The rotatable component is constructed of
different materials with divergent edges to represent
square beam edges incident on a patient at a standard
100 cm source-axis distance (SAD). This component is
rotatable so that it can represent both couch and gantry
rotations. The body component is made of a 20 cm by
30 cm Lucite oval with an 8 cm diameter hollow cylin-

Table 8.9
Examples of Acceptance Test Features [Adapted with permission from 
reference [46].]

ISSUE SAMPLE TESTS

CT input Create an anatomical description based on a standard set of CT scans provided by 
the vendor, in the format, which will be employed by the user.

Anatomical description Create a patient model based on the standard CT data discussed above. Contour the 
external surface, internal anatomy, etc., Create 3-D objects and display.

Beam description Verify that all beam technique functions work, using a standard beam description 
provided by the vendor.

Photon beam dose calculations Perform dose calculations for a standard photon beam data set. Tests should include 
various open fields, different SSDs, blocked fields, MLC-shaped fields, 
inhomogeneity test cases, multi-beam plans, asymmetric jaw fields, wedged fields, 
and others.

Electron beam dose calculations Perform dose calculations for a standard electron beam data set. Tests should 
include various open fields, different SSDs, blocked fields, inhomogeneity test cases, 
surface irregularities, and others.

Brachytherapy dose calculations Perform dose calculations for single sources of each type, as well as several 
multi-source implant calculations, e.g., standard gynecological insertions, two plane 
implants, seed implants, and others.

Dose display, dose volume histograms Display dose calculations results. Use a standard dose distribution provided by the 
vendor to verify that the DVH code works as described. User-created dose 
distributions may also be used for additional tests.

Hardcopy output Print-out all hardcopy documentation for a given series of plans and confirm that all 
the textual and graphical information is output correctly.
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der at its center into which cylinders containing differ-
ent shapes can be inserted. At the superior end of the
body component is a 10 cm diameter cylinder contain-
ing four 2.5 cm diameter rods of materials with differ-
ent known electron densities. The rotatable component
of the phantom contains, in its base, a fiducial marker
system consisting of three wires forming a “Z” pattern,
which allows for the accurate registration of the phan-
tom’s coordinate system. The procedure for assessing a
treatment planning system consists of: (1) setting the
desired rotations on the rotatable component, (2) CT
scanning the phantom, (3)  transferring the image data
set to the treatment planning system, (4)  analyzing the
beam geometry display and evaluating the anatomy dis-
play/data with known values for the phantom (e.g.,
geometry, volumes, expanded volumes, electron densi-
ties). These authors used this phantom to assess three
different 3-D treatment planning systems and one CT
simulator since the virtual simulation capabilities on
CT simulators are very similar to those on treatment
planning systems. Figure 8.19 shows an image through

the phantom, which has rotations equivalent to a gantry
angle of 30º and a couch angle of 60º. The beam geom-
etry is for a 5 × 5 cm2.

The use of this phantom discovered some specific
concerns related to contours generated from multipla-
nar CT image reconstructions, contour expansion algo-
rithms, volume determinations, and CT number to
electron density conversions. The latter related more to
user data entry whereas the former issues related to the
commercial software produced by the treatment plan-
ning system vendors. Problems found in the software
evaluated clearly indicate the need for QA of the non-
dosimetric components of treatment planning systems.

An analogous but more specialized version of a QA
phantom was described by Paliwal et al. [97]. Their
phantom was designed specifically for the QA of can-
cer of the prostate patients entered into a 3-D RTOG,
dose escalation clinical trial. The need for such assess-
ments is clearly relevant to clinical trials but also has to
be considered for non-trial patients as well.

Table 8.10
Image Input Considerations [Adapted with permission from reference [46].]

IMAGE TESTS RATIONALE

Image geometry Document and verify parameters used to 
determine geometric description of each image 
(e.g., number of pixels, pixel size, slice 
thickness).

Vendor and scanner-specific file formats and 
conventions can cause specific geometrical 
errors when converted for RTP system.

Geometric location and 
orientation of the scan

Document and verify parameters used to 
determine geometric locations of each image, 
particularly left-right and head-foot 
orientations.

Vendor and scanner-specific file formats and 
conventions can cause specific geometrical 
errors when converted for RTP system.

Text information Verify that all text information is correctly 
transferred.

Incorrect name or scan sequence identification 
could cause misuse or misrepresentation of the 
scans.

Imaging data Verify accuracy of grayscale values, particu-
larly conversion of CT numbers to electron 
density.

Wrong grayscale data may cause incorrect 
identification of anatomy or incorrect density 
corrections.

Image unwarping 
(removing distortions)

Test all features, including documentation 
tools, which assure that the original and modi-
fied images are correctly identified within the 
system.

Methodologies, which modify imaging informa-
tion, may leave incorrect data in place.
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8.10.2 External beam photon 
dose calculations

The commissioning of a photon beam for dose calcula-
tion purposes begins with an entry of machine-related
beam parameters for each photon beam to be commis-
sioned. Many of these parameters are summarized in
Table 8.12.

The next step of commissioning is the entry of the
basic radiation data that will be used by the dose calcu-
lation algorithms. A large component of these data are
generated by measurements in a 3-D water phantom
system [118] (see chapter 19) and are entered into the
treatment planning computer through a network con-
nection or via some magnetic media. Because the soft-

ware of these systems can come in various versions, it
is important to ensure compatibility and that the data
have been transferred accurately.

Central ray data are required by all systems and can
be entered in a variety of forms dependent on the
requirements of the treatment planning system includ-
ing tissue-air ratios (TARs), tissue-phantom ratios
(TPRs), tissue-maximum ratios (TMRs), or percentage
depth doses (PDDs). All systems also require a number
of crossbeam profiles, always for open square fields but
also for shielding blocks, MLCs, and wedges either
physical or dynamic. Of course, dynamic wedge data
are more difficult to obtain using an automated 3-D
water phantom system. For this, integrated measure-
ments will have to be obtained using point measure-

Table 8.11
Anatomical Structure Considerations [Adapted with permission from 
reference [46].]

ISSUE TESTS RATIONALE

Structure attributes Verify type (e.g., external surface, internal structure, 
inhomogeneity) and capabilities that are dependent on 
that type.

Incorrect attributes may cause
incorrect usage of the structure.

Relative electron density 
definition

Verify correct definition of relative electron density. Relative electron densities used in 
dose calculations depend on the 
method of definition.

Display characteristics Check color, type of rendering, and type of contours to 
be drawn when displaying the structure.

Display errors can cause planning 
errors due to misinterpretations.

Auto-segmentation 
parameters

Check parameters for autocontouring and other types 
of autostructure definition for each structure.

Incorrect parameters can lead to 
incorrect structure definition.

Structure created from 
contours

Address issues such as:
• Can non-axial contours be used?
• Is the number of contour points limited?
• What is the impact of sharp corners in contours?
• What happens with missing contours?
• Is regular spacing required between contours?
• Does the algorithm handle bifurcated structures?

Errors in functionality, use, or 
interpretation could lead to systematic 
errors in treatment planning for a large 
number of patients.

Structure derived by 
expansion or contraction 
from another structure

Address issues such as:
• What are the limits of the expansion algorithm?
• 2-D vs. 3-D expansion. If 3-D, verification must be 

done in 3-D. If 2-D, 3-D implications must be 
understood.

• Verify algorithm with complex surfaces (e.g., sharp 
point, square corners, convexities, etc.)

Planning target volumes (PTVs) are 
often defined by expansion from the 
clinical target volume (CTV). Errors in 
the expansion could cause errors in 
target definition and the corresponding 
optimized treatment plan.

Continued
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ments with an ionization chamber or diode in a water
phantom, using a linear detector array, or using appro-
priately corrected optical density measurements from a
film densitometer.

Various authors [13,45,46,110,125,126] have
defined the types of tests that should be performed to
assess the quality of the dose calculation algorithms.
Table 8.13 summarizes the relevant parameters and
variables that should be considered in the testing pro-
cess. In each case it is appropriate to do the test for a
“common” situation and for the practical limiting con-
ditions. Thus if an accelerator has normal field size lim-
its of 5 × 5 cm2 to 40 × 40 cm2, then it would be
appropriate to do tests for 10 × 10 cm2, 5 × 5 cm2,
and 40 × 40 cm2. Table 8.13 contains both the sug-
gested parameter for evaluation and the possible range
that might be considered. Clearly, these ranges need to
be adapted to each specific treatment machine, each
treatment planning system, as well as the specific clini-
cal applications in a given department.

For inhomogeneity corrections, some measure-
ments can be performed in slab phantom geometries
although it may also be practical and expedient to use
the benchmark data of various authors [32,66,73,74,86,

103,112,114]. Clearly, the benchmark data are good for
assessing trends but will not necessarily agree at the 2–
3% level since these data were measured on different
treatment machines.

Especially important in the context of lung inho-
mogeneities is the assessment of the effects of electron
transport in high energy (>10 MV) photon beams both
for small fields and for large fields near the beam
edges. A major weakness for many conventional calcu-
lation algorithms is the ability to adequately model the
influence of the long range of secondary electrons set
into motion by the high energy photons [73,74,85,140].

Some sample commissioning test data for photon
dose calculations are shown in Figures 8.II.1 through
8.II.9 in Appendix 8.II. Many of these tests were based
on the input and measured data provided by AAPM
Report 55 [86].

8.10.3 Electron dose calculations

The processes by which electrons interact differ sub-
stantially from that of photons as manifested by the
rapid dose fall-off for electron beams. Thus, the calcu-
lation algorithms are based on different models of radi-
ation interactions. However, the process for electron

Table 8.11
Continued

ISSUE TESTS RATIONALE

Structure derived from 
non-axial contours

• Tests should be similar to tests for creation of 
structures from axial contours but should be 
performed separately for all contour orientations.

• Verify bookkeeping for source of structure definition.

Various difficulties can arise 
dependent on the underlying 
dimensionality of the data structures 
and design of the code.

“Capping” (How end of 
structure is based on 
contours)

• Verify methods of capping and evaluate 3-D 
implications.

• Document default capping for various structures.
• Establish clinical protocols for each 3-D anatomical 

structure.
• Ensure sufficient coverage by imaging procedure to 

avoid extrapolation problems.

Capping can affect issues such as 
dose calculation results, target volume 
shapes, BEV display, DRR generation, 
and effects of lung densities on dose 
calculations.

Structure definition • Verify basic surface generation functionality.
• Run test cases for which the exact formulation of 

surface mesh has been calculated by hand.
• Verify surface generation functionality for extreme 

cases (e.g., sharply pointed contours, unclosed 
contours.) Tests will depend on the algorithm. 

These tests should convince the user 
that the algorithm generally works 
well.
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beam commissioning is similar, in principle, to that of
photon beams with the variation that different depths
and field sizes will be chosen for the in-water measure-
ments and different geometries will be used for the
inhomogeneity corrections. The experimental aspects
of electron dosimetry are somewhat more challenging
compared to photons, primarily due to the rapid dose
gradient in both the depth and lateral directions. Thus,
often more than one dosimetric procedure is required to
obtain data measured in two or three dimensions. The
basic data are usually central axis PDD and beam pro-
files chosen at depths near the surface, near the depth of
maximum dose, and several in the dose fall-off region.
Additional consideration needs to be given to the
bremsstrahlung tail both along the central axis as well
as crossbeam profiles at larger depths. Special consid-
eration also needs to be given to the depth dose varia-
tion with small field sizes since this behavior can result
in rapid changes with dose while making relatively
small changes in field size. An important consideration
is the prediction of output for irregularly shaped fields
as produced by different field cutouts. A recent two-
source model has been developed by Chen et al. [21],
which is capable of accounting for output factors for a
wide range of energies, distances, and field sizes. This
alleviates the need for multiple measurements of output
factors for individual field shapes although the model
remains to be implemented as part of a commercial
treatment planning system.

For inhomogeneity corrections, single beam tests
are adequate since most electron beam treatments are

Figure 8.18
A. Schematic of QA phantom showing the rotatable and the body components. B. Picture of rotatable component. C. Pic-
ture of body component.  [Reprinted from International Journal of Radiation: Oncology-Biology-and Physics. Vol. 44, T. D. 
Craig, D. Brochu, and J. Van Dyk, “A Quality Assurance Phantom for Three-Dimensional Radiation Treatment Planning,” 
pp. 955–966, copyright 1999, with permission from Elsevier Science.]

Figure 8.19
CT image through rotatable component of the phantom. 
The phantom is rotated such that it represents a gantry 
rotation of 30° and a couch rotation of 60°. The inset 
shows the machine orientation on the treatment planning 
system generating the dashed line on the cross sectional 
image representing a 5 x 5 cm2. The matching of the 
dashed line with the edges of the different phantom mate-
rials indicates that the treatment planning system is capa-
ble of handling this geometry. [Reprinted from 
International Journal of Radiation: Oncology-Biology-and 
Physics. Vol. 44, T. D. Craig, D. Brochu, and J. Van Dyk, 
“A Quality Assurance Phantom for Three-Dimensional 
Radiation Treatment Planning,” pp. 955–966, copyright 
1999, with permission from Elsevier Science.]
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used in a single beam mode other than when they are
used as adjacent beams. Again, the use of previously
published benchmark data will greatly facilitate the
commissioning process [18,36,37,79,111].

Some sample commissioning test data for electron
dose calculations are shown in Figures 8.II.10 through
8.II.13 in Appendix 8.II. These tests were based on the
input and measured data provided by the ECWG report
[111].

8.10.4 Brachytherapy

Commissioning of brachytherapy calculations is
approached using similar principles as used for external
beam, although in this case it is much more difficult to
perform measurements for comparison with calcula-
tions. Dose gradients are more severe compared to both
external photon and electron dosimetry. Furthermore,
these gradients vary rapidly in three dimensions. To
date, there is no simple dosimetry system that can eas-
ily handle these rapid dose variations. As a result, the
user is much more reliant on previously published data,
which was either determined through sophisticated ana-
lytical or Monte Carlo calculations or by very precise
measurements under well-controlled conditions. As
AAPM Task Group 53 [46] indicates, the commission-
ing of the brachytherapy component of a treatment
planning system is often more straightforward com-
pared to external beam calculations for a number of
reasons:

• Standard sources are used which have general 
characteristics.

• Most dosimetric data are derived from the litera-
ture rather than individual measurements.

• Calculation algorithms are relatively simple.
• Some treatment-related complexities, such as 

tissue inhomogeneities and shields within appli-
cators, tend to be ignored. While this makes the 
commissioning and calculation process easier, it 
clearly results in inaccurate predictions of dose 
under these circumstances. More research in this 
area is still required.

The commissioning process consists of entering the
right source information and performing a series of
checks to ensure that the resultant calculations agree
with published benchmark data. Relevant benchmark
data can be found in the NCI funded Interstitial Collab-
orative Work Group report [5], AAPM Task Group 43
report on brachytherapy sources [91], AAPM Task
Group 56 report on the AAPM Brachytherapy Code of
Practice [93], and in various other reports [43,128,133-
135].

AAPM Task Group 53 [46] divides the brachyther-
apy commissioning process into six components:
(1) source entry methods, (2)  source library contents,
(3)  source strength and decay, (4)  single source dose
calculation tests, (5)  multiple source calculation tests,
and (6) miscellaneous tests.

Source Entry Methods
• Orthogonal films can be tested by generating 

sample source distributions, and projecting them 
onto two orthogonal films (simulated), the data 
entry capabilities can be tested. By purposely 
misidentifying sources, or entering an incorrect

DESCRIPTOR COMPONENTS

Beam description Machine
Modality
Energy

Beam geometry Isocenter location and table 
  position
Gantry angle
Table angle
Collimator angle

Field definition Source-collimator distance
Source-tray distance
Source-MLC distance
Collimator settings (symmetric 
  or asymmetric)
Aperture definition, block 
  shape, MLC settings
Electron applicators
Skin collimation

Wedges Name
Type (physical, dynamic, auto)
Angle
Field size limitations
Orientations
Accessory limitations (blocks, 
  MLC, etc.)

Beam modifiers Photon compensators
Photon and/or electron bolus
Intensity modulation (various 
  types)

Normalization Beam weight or dose at beam 
  normalization point
Plan normalization
Isodoses in absolute dose

Table 8.12
Basic Beam 
Parameters [Adapted 
with permission from 
reference [46]
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Table 8.13
Initial Photon Dose Calculation Tests Including the Variables to Consider 
and the Possible Range of Parameters

TEST RANGE

Point doses
TAR, TPR, PDD, PSF: Square fields
TAR, TPR, PDD, PSF: Rectangular fields
TAR, TPR, PDD, PSF: Irregularly shaped fields
Inverse square law
Attenuation factors

Wedges
Compensators
Tray factors

Output factors
Dose distributions or dose profiles

Homogeneous water phantom
 Square fields, normal incidence: Profiles
  Rectangular fields, normal incidence
  Effect of SAD/SSD
  Wedged fields (Physical & Dynamic)
  Contour correction
  Bars, blocks, or MLC

    Irregular “L”-shaped field
  Multiple beams
  Arcs/Rotations
  Off axis calculations

    With wedges
  Collimator/couch rotations
  Asymmetric jaws
Inhomogeneous phantoms
  Square fields/slab geometry
  Various geometries
  Anthropomorphic phantom

Machine settings
Square fields
Rectangular fields
Irregular fields
Anthropomorphic phantom 

 
5 × 5, 10 × 10, Max. × Max.
5 × 10, 5 × 20, 5 × 30, 30 × 5
Defined by Cerrobend or MLC
80, 100, 120

Wedge factor, 5 × 5, 10 × 10, 5 × 20
Compensator factors for clinically relevant geometries
Clinically relevant field range
For square and rectangular fields

5 × 5, 10 × 10, Max. × Max. Depths=dmax', 5, 10
5 × 10, 5 × 20, 5 × 30, 30 × 5. Depths=dmax', 5, 10
10 × 10/SSD=80, 100, 120
Square/rectangular fields. Sizes depend on wedges.
10 × 10 at 40° on flat phantom
10 × 20 field with 10 × 2 block
Profiles through central ray and open/off-axis portion
Parallel pair, 3-field, 4-field
360° rotation, 2 adjacent 180° arcs
Profiles at 10 cm off axis for 15 × 30 at dmax, 5, 10
Relevant field size at dmax', 5, 10
Between 30–60°
(0, 10) × 20 at dmax', 5, 10; (–5, 10) × 20 at dmax', 5, 10

5 × 5, 10 × 10, 5 × 20
Published benchmark data/evaluate trends
Composite of typical treatment for lung/pelvis/head,
With wedge, compensator, shield, MLC, asymmetric jaws, or tray

5 × 5, 10 × 10, Max. × Max.
5 × 10, 5 × 20, 5 × 30, 30 × 5
As per irregular fields above
As per anthropomorphic tests indicated above
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source location or magnification, the system 
functionality and integrity can be tested. Stereo 
shift films can be tested the same way as orthog-
onal films.

• Keyboard entry can simply be tested by review-
ing the data entered.

• CT-based source localization can be tested by 
obtaining CT scans of a phantom implanted with 
dummy seeds in well-defined locations. This 
will assess artifacts in the images due to the high 
density seeds and will also provide a check of 
the accuracy of the seed localization techniques.

• Catheter trajectory geometry can be tested by 
entering known geometries of catheters and 
observing the details of the brachytherapy soft-
ware in reproducing the known geometry. If 
source locations are determined by the software, 
then this also should be tested using known con-
figurations.

• Stereotactic implants are performed by some 
institutions and require highly precise tests of 
the CT imaging process and the accuracy by 
which the catheter can be positioned usually 
within the brain. This can be done by perform-
ing a total stereotactic process on a phantom 
with special localizers that can be seen on CT. 
The test implant can then be assessed for accu-
racy of the placement of the radioactive sources 
with respect to the markers in the phantom.

Source Library
• Each property of each source should be verified 

at the time of commissioning and also on subse-
quent QA tests.

• Distributions should be calculated with each 
source to ensure consistency and accuracy.

• Source strength quantities and units should be 
assessed for accuracy and consistency with the 
source vendor’s specifications.

Source Strength and Decay
• For each source, check specification of source 

strength, e.g., reference air kerma rate, air kerma 
strength, apparent activity (mCi), apparent activ-
ity (MBq), equivalent mass of radium (mgm 
Ra).

• Ensure that all source strength conversions from 
the manufacturer’s specifications to the treat-
ment planning system are correct.

• Check the specifications associated with the 
source description, e.g., decay constant, half life, 
average life, dose constants, and other relevant 
constants.

• The source decay calculation should be checked 
for accuracy.

• The absolute dose and/or dose rate should be 
calculated at a series of reference point and 
checked for accuracy.

Single Source Dose Calculations

• Each dose calculation algorithm should be 
checked against known published data, manu-
ally calculated data, or an independent and well-
established computer algorithm. This check 
should be performed for a number of points in 
3-D space.

• Line source calculations should be checked for 
accuracy of anisotropy using well-tested refer-
ence/published data.

• Corrections for tissue attenuation and scatter 
should be checked for known geometries at a 
series of reference points in 3-D.

Multiple Source Dose Calculations and Optimization
Algorithms

• The doses from multiple sources should be 
added and compared to expected values. Tests 
should be performed for all source types and 
typical/simplified configurations such as three 
caesium-137 tubes for gynecological applica-
tions, iridium-192 strings, iodine-125 volume 
implants.

• For high dose rate brachytherapy, optimization 
algorithms should be tested for the robustness of 
the optimization process. Furthermore, the user 
needs to have a clear understanding of the 
appropriateness of the optimization features.

Global System Tests

• Typical clinical examples can be tested for over-
all integrity and accuracy. Examples here could 
include: a typical Fletcher-Suit intracavitary 
treatment, an iridium-192 breast boost, an 
iodine-125 volume implant, and if mixed 
sources are ever used, the combination of differ-
ent sources for a typical case should also be 
tested.

Other Tests

These could include tests for specific procedures in a
given institution. For example:

• Iodine-125 eye plaque treatments for ocular 
melanomas. Tests include seed localization on 
the eye, inclusion of backscatter of the plaque 
and other factors affecting the dose distribution.

• The use of a neutron emitter such as califor-
nium-252 will require a unique approach that 
accounts for the increased radiobiological effect 
of the emitted neutrons.
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8.10.5 Data transfer

There are at least three major sources of input data. The
first includes measured data from a 3-D water phantom
system. The second includes image data usually from a
CT scanner but also from MR or ultrasound or, less fre-
quently, from SPECT or PET. The third includes data
from keyboard and mouse and involves details of the
plan input such as field size, gantry angle, collimator
rotation, beam energy, brachytherapy source informa-
tion, etc. The latter is standard practice for any treat-
ment planning system. The first two usually require
network connections or magnetic media such as discs
(floppies, Zip, Jaz, or other disk cartridges) or tape and
must have file formats that are compatible with the
treatment planning system. As part of the commission-
ing process, it is important to check for hardware com-
patibility, especially when the data sources are from
different manufacturers. For image data DICOM ver-
sion 3 or DICOM RT (for radiation therapy) formats
have been adopted by the ACR and NEMA in the
United States. While file compatibility should be
defined in the specifications, compatibility of file for-
mats can only be assessed by going through a file trans-
fer process. It is important that the data from the water
phantom system and the patient image sources are
checked for accuracy and that they have been properly
transferred into the radiation therapy planning system.
This can be simply done by performing analysis of the
input data for well-known configurations, i.e., are the
geometries correct with no magnification errors, or no
spatial coordinate errors. Do the dose data make sense?
Have the CT numbers been properly transferred to elec-
tron densities and to scattering powers? Errors in image
data transfer could show up as one of the following
[110]:

• Incorrect pixel values, e.g., areas of black in 
white or gray background or vice versa. These 
types of errors are usually easy to spot.

• Missing lines or sections of lines within the 
image.

• Incorrect patient information, e.g., scan size, 
matrix size. Such errors can cause serious errors 
later in the planning process.

• In terms of image shape, problems can occur 
when a change in pixel matrix size occurs 
between the scanner and the planning system. 
This could show as a magnification error.

The conversion to electron density and scattering
power is often performed with a user-defined look-up
table. The data within the table are then used with a linear
interpolation to determine the relative electron density for
any CT number. Usually such tables are generated using a
water equivalent circular phantom with a number of dif-
ferent materials inserted into the phantom of known elec-

tron densities representative of normal tissues within the
patient, especially lung and bone equivalent materials.
Various papers have described the CT number to electron
density conversion [9,11,47,89,99]. The electron densities
determined with such a phantom should agree to within
4% of the known values [126]. In-house phantoms can
be used for this although commercial phantoms (e.g.,
Radiation Measurements Inc. (RMI) Model 465) are
also available. The RMI phantom is a 33 cm diameter
circular slab of solid water with 20 interchangeable
inserts of materials of known electron density [26].
Twenty inserts are really more than necessary. The
phantom described by Craig et al. [27] provides four
interchangeable inserts and is entirely adequate for pro-
viding the data for a bilinear conversion curve. If more
points are really felt to be necessary, then some or all of
the four rods can be interchanged and a second calibra-
tion scan taken.

An additional consideration for data transfer relates
to institutions that participate in clinical trials. Some
clinical trials groups such as the RTOG request that the
QA data be submitted through the Internet. The data
requested include CT image data, target volumes and
normal tissues volumes as outlined on the images, dose
distributions and related information, DVHs, DRRs,
digitized simulator films, and digital portal images.
These data need to be transferred in a well-defined for-
mat according to the clinical study requirements. The
RTOG website (http://rtog3dqa.wustl.edu/) has the
detailed requirements for the formats of this informa-
tion, specifically for 3-D conformal therapy studies.
Prior to participating in such multi-institutional trials,
the participating clinics need to qualify by submitting
some test cases to validate their capabilities of transfer-
ring the proper data in an appropriate format.

8.10.6 Other

As part of the commissioning process, it is important
that the quality of input data from the imaging sources
is appropriately evaluated. Chapter 7 discusses the use
of imaging for radiation therapy planning. Ten Haken et
al. [116] have given a good review of issues related to
evaluating the quality of the image input data to the
treatment planning computer.

In addition, special and individualized techniques
require their own special commissioning. Examples of
special techniques that require additional work-up and
commissioning are illustrated in Table 8.14. Some of
these are described in other chapters of this book.

8.11 Quality Assurance
In general, quality assurance involves three steps: (1)
the measurement of performance, (2) the comparison of
the performance with a given standard, and (3) the
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actions necessary to maintain or regain the standard.
For treatment planning systems, the commissioning
process provides the standard by which the system
must be maintained. Thus, once the treatment planning
system is commissioned for clinical use, on-going QA
must be performed to ensure the integrity of the data
files and the reproducibility of the calculations. The
number repeatability tests chosen must be reasonable
such that there are no major human resource costs and
so that the tests will actually be performed. It is too
easy to request too many tests for evaluating every
detailed software routine; however, an impractical num-
ber of tests increases the likelihood that these tests will
not be performed at all. Issues related to QA of treat-
ment planning systems have been described in a num-
ber of reports [13,25,35,45,46,62,81,86,110,117,125,126,
131].

8.11.1 Training

It cannot be overemphasized that user training is proba-
bly the most important QA aspect of the use of treat-
ment planning computers. Well-trained and inquisitive
users can spot inaccuracies or errors in individual treat-
ment plans. Such errors are often related to the user
rather than changes in the system’s files or in the sys-
tem’s operations. Innocuous errors can be generated as
a result of a user’s misunderstanding of the system’s
algorithms or the system’s input requirements. Thus,
while a system could be functioning perfectly, an error
in user input can generate major errors in output. Train-
ing is part of the system commissioning process before

being placed into clinical service, but it is also a very
important part of on-going QA. The training should
include the following [125]:

Manufacturer’s Training Course

Most commercial treatment planning vendors provide
an applications training course with the purchase con-
tract. These courses should include: (a)  a review of the
system architecture both in terms of hardware and soft-
ware; (b)  a description of the algorithms used and the
program capabilities and limitations; (c)  hands-on use
of the system to gain experience with radiation and
patient-related data entry and the running of the pro-
grams; and (d)  hardware maintenance for simple local
hardware servicing.

Staff Training

All staff performing clinical treatment planning must
be appropriately trained prior to clinical usage. Further-
more, on-going training is required to ensure that
changes are not creeping into the planning process.
Training considerations include the following: (a) a
special time set aside to operate the system and use the
programs; (b) a set of predefined treatment planning
projects, which give the staff member an initial under-
standing of the use of the programs. These projects
should move from simple, single beam calculations to
multiple beams, to the use of ancillary devices such as
blocks and wedges, to actual clinical examples; (c) on-
the-job training of clinical cases with all calculations
being checked closely by a qualified user for a specified
period of time (e.g., 3 months). This could be done on a
technique basis such that the actual length of training to
gain experience with all standard techniques in the
institution could well last one or two years; (d) the
development of a document outlining limitations of cal-
culation algorithms including sample comparisons to
measurements; (e) a document outlining special proce-
dures developed in the clinic.

As the technology of radiation oncology evolves,
new procedures will be implemented into clinical prac-
tice. Further training will be required for new tech-
niques that are developed. It is also useful to provide
periodic in-service review sessions to ensure that short-
cuts and efficiency measures that often evolve in treat-
ment procedures are not at a detriment to the accuracy
of the resulting treatment plan.

8.11.2 Reproducibility tests

The following outlines the factors that should be con-
sidered in assessing system reproducibility with time.
The tests and the frequencies are only provided as a
consideration and cannot be defined in unique and
absolute terms. Each department has a different type of
computer system and different levels of staff expertise,

Table 8.14
Techniques Requiring 
Special Work-up

Beam junctions
Electron Arcs
Stereotactic radiation therapy (chapter 16)
Small field eye techniques
Automated optimization routines (chapter 15)
Intensity modulated radiation therapy (chapters 12 
  and 15)
Total body irradiation (chapter 17, Part A)
Total skin irradiation (chapter 17, Part B)
Intraoperative radiation therapy (chapter 17, Part C)
High dose rate brachytherapy (chapter 18)
Intraoperative high dose rate brachytherapy 
  (chapter 17, Part C)
Stereotactic brachytherapy
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in addition to different organizational structures. In
some institutions, dosimetrists perform most of the
treatment planning. In others, this is performed by radi-
ation therapists. Physicists have a varying degree of
involvement with a very major involvement in routine
treatment planning in some places and only a leader-
ship role in others. Thus, QA tests and their frequency
need to be developed on the basis of institutional
requirements. Table 8.15 provides a summary of the
kinds of things to consider and the possible frequency
by which these things could be done [110,125].

The following expands on some of the points listed
in Table 8.15 with the numbers referring to the test
number listed in the table.

1(a).Most modern systems check the memory automat-
ically when the system is turned on. However,
some systems are never turned off. In such cases, it
is useful to do a separate memory check at a
monthly interval.

1(b) and 1(c). Digitizer and plotters can be checked by
entering a known contour through the digitizer and

plotting it out. A direct comparison will indicate
the functionality. Each patient should also be
checked for accuracy of contour since some sys-
tems require a digitizer scaling entry every time a
new patient is planned.

1(d).Since the video display unit is used for generating
beams on targets and normal tissues, its accuracy
should be checked at least quarterly. A standard
color or gray scale representation should be
checked for consistency.

2. The assessment of CT data transfer should be per-
formed quarterly or whenever any software or
hardware is changed on the CT scanner or in the
treatment planning system. Scanning a test phan-
tom with known geometry and various materials
of known electron density provides a suitable test.
Such phantoms have been described in this chapter
(section 8.10.1) and elsewhere [26,27].

3. The external beam tests need to be performed for
both photons and electrons.

Table 8.15
A Sampling of Possible Quality Control Checks and 
Corresponding Frequencies

TEST
EACH
OCCASION

WEEKLY MONTHLY QUARTERLY
SEMI-
ANNUALLY

1. Hardware
(a) Memory
(b) Digitizer
(c) Plotter
(d) Video display

System turn on
*
*

*

*

2. CT (or other) scan transfer * *

3. External beam software (done 
for photons and electrons)
(a) Data set
(b) Reference field size plan
(c) Non-reference field size plan
(d) Variation in beam parameters
(e) Interactive beam options
(f)  Monitor units Each patient

*
*
*
*
*
*

4. Brachytherapy
(a) Data set
(b) Source reconstruction
(c) Dose reconstruction
(d) Interactive options
(e) Independent check Each patient

*
*
*
*
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3(a).The testing of consistency of the input data set can
be done by performing a check sum of the data
files. Failing a check sum process, a hard copy of
the data should be assessed for consistency. Any
changes in the data files will need to be reviewed
by further investigation.

3(b).Reference field size plan refers to calculating a
plan for a beam perpendicularly incident onto a
rectangular homogeneous phantom. Thus, the con-
ditions are similar to the conditions for which the
data had been entered.

3(c).Non-reference field size plan refers to using a field
size that was not originally entered in the data set.
This then checks for the interpolation and calcula-
tion of different rectangular fields. Preferably a
different field size would be chosen for this calcu-
lation each time this check is performed. The
results are compared against the original data
obtained as part of the commissioning process.

3(d).The following parameters should be assessed on a
rotating basis: variation in SSD, oblique incidence,
physical wedge, dynamic wedge, collimator rota-
tion, inhomogeneity correction, off axis calcula-
tion, shaped fields with blocks or MLCs.
Agreement with reference plans should be exact.
Discrepancies should be assessed especially if
details such as grid spacing have not been main-
tained constant.

3(e).By using the 3(d) tests as comparators, the follow-
ing tests can be performed to assess consistency:
change in beam position, change in beam weight,
change of field size, point dose calculations
including hot spots.

3(f). An independent check should be performed of the
monitor unit or time calculation for every beam
that is to be treated. This check could be done by a
manual procedure or by an independent computer
program. This independent algorithm should nei-
ther use the same database as the treatment plan-
ning system nor any of its subroutines.

4(a).Again a check sum assessment can be used. Fail-
ing a check sum process, a hard copy of the data
should be assessed for consistency. Any changes
in the data files will need to be reviewed by further
investigation.

4(b).This can be done by using a set of reference films 
of sources in a phantom to reconstruct the source
positions. A test of the entire imaging process can
be performed by taking a new set of films of the
same phantom.

4(c).These should be done for a single reference seed
and a single reference line source for the sources
used in the department.

4(d).These can be checked by the removal of a source
or by changing the source activity.

4(e).For each patient, it is recommended that a rela-
tively simple independent check be performed
using a system of dose calculations such as the
Manchester system [65,83], the Paris system
[80,102], the Quimby system [48], or others [108].
If the implant follows the distribution rules, then
the agreement should be within 10%. If there is a
variation from the distribution rules, then an
assessment needs to be made as to whether the
trend makes sense.

8.11.3 In vitro/in vivo dosimetry

Various checks can be performed to assess the entire
planning process from computer data input to dose
delivery. Perhaps the most common and the most con-
trolled method is to use a special purpose anthropomor-
phic phantom (in vitro dosimetry) such as the Rando
phantom. This phantom can be processed through the
CT scanner, simulation, and entire planning process. It
can be loaded with thermoluminescent dosimeters
(TLDs) (see chapter 19) and irradiated like a patient.
The TLD measurements will give a direct comparison
with expected dose accounting for all aspects of the
planning and dose calculation process including ancil-
lary devices and contour and tissue inhomogeneity cor-
rections. This process is useful for assessing a new
treatment planning system, for assessing major changes
in treatment planning software, or for assessing a new
treatment technique, e.g., IMRT. The level of accuracy
achievable should be better than 3% to 4% since the
dose delivered to the patient should be better than 5%.
A recent report by Dunscombe et al. [40] gives a good
overview of the use of anthropomorphic phantom mea-
surements to evaluate the quality of a treatment plan-
ning system. While this process gives a good check in
the high dose and low dose regions, differences near the
beam edges are difficult to interpret as to whether the
calculations are off, the measurements were off, or the
beam placement was inaccurate. In vitro dosimetry
must be developed in such a manner that differences
between measurements and calculations can be readily
interpreted.

Another check of the entire treatment planning and
dose delivery process is to place dosimeters on or in the
patient (in vivo dosimetry). There is a similar concern
about interpretation of the results if there are differ-
ences between measurements and calculations. Radia-
tion oncologists often wish to know the actual dose
delivered to critical structures such as the eyes, gonads,
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or a fetus. Sometimes these regions are very close to the
edge of the radiation beams and, therefore, small
changes in beam alignment or patient positioning can
result in major changes in measured dose with corre-
sponding ambiguity in the interpretation of the results.
These interpretation difficulties should be discussed in
advance with the radiation oncologist requesting the
measurements to minimize unnecessary work. Better
results can be obtained in regions of less rapid dose
variation, either on the patient’s skin surface or in body
cavities such as the mouth, trachea, esophagus, vagina,
uterus, or rectum. Diodes and MOS-FET dosimeters
can be used as alternatives to TLDs (see chapter 19).

Another form of in vivo assessment of planning
accuracy is to use treatment verification imaging (see
chapter 13). Generally, this is better for assessing field
placement on the patient although electronic portal
imaging devices are also used as exit dosimeter sys-
tems. A direct comparison of the portal image with a
DRR generated by the treatment planning computer
will give a good assessment of patient alignment.

8.11.4 Quality assurance administration

Responsible Qualified Medical Physicist
A very important component of any QA program is the
organization and administration of the program so that
it is implemented and executed according to a well-
defined schedule. Furthermore, accurate records of the
testing process are essential. If no records are kept, then
it is almost equivalent to not carrying out the tests.
Proper administration requires that one person, a quali-
fied medical physicist, be responsible for the QA pro-
gram of a treatment planning system [46]. While this
individual does not have to carry out all the tests and
their evaluations, he/she must ensure that the tests are
being done according to the specified frequency, that
proper records are maintained, and that appropriate cor-
rective actions are taken as needed. With increased
sophistication of treatment planning computers, a sys-
tems manager can be given the responsibility of the
hardware and software maintenance. This individual
needs to work under the guidance of the responsible
physicist.
Communication
An important ingredient of any QA program is commu-
nication. This is especially true for treatment planning
since often there are many people involved in the pro-
cess. Furthermore, data sources are also varied. It is
important to know, for example, if the CT scanner soft-
ware or hardware is being upgraded so that proper QA
tests can be performed at the treatment planning sys-
tem. Often such scanners exist in other departments and
can work under the jurisdiction of a different adminis-
tration leaving the channels of accountability indepen-

dent of the treatment planning process. Thus, clear
channels of communication need to be defined.

System Management and Security

As treatment planning systems become networked into
clusters with various planning and target volume delin-
eation stations, system management becomes an inte-
gral component of the entire QA process. This also
entails maintaining an adequate check on system secu-
rity and limiting user access not only to the system but
also to specific software and data file modifications.

Regular backups are an essential component to
ensuring no loss of important and confidential patient
information [46]. This could include daily backups of
the most recent patient information, weekly backups of
all patient information, and monthly backups of the
entire treatment planning system. This could also
include the archiving of patient data for clinical trial
purposes.

Personnel Requirements

The implementation of an extensive QA program for
treatment planning systems is a time-consuming pro-
cess and could involve medical physicists, dosimetrists,
radiation therapists, physics technicians, and computer
personnel. A sampling of the time required was pub-
lished by Van Dyk et al. [125] and has been updated in
Table 8.16.

Added to these numbers should be the time
required for purchasing the system, for additional radia-
tion measurements required for commissioning, as well
as issues related to system administration and quality
assurance management. These numbers have not
accounted for the additional commissioning and QA of
special techniques.

8.12 Summary
Treatment planning is the “hub” of the radiation ther-
apy process. While a variety of tools (e.g., simulation,
CT simulation, simulation-CT, virtual simulation) have
become important components of the treatment plan-
ning process, these sources of data all come together in
the treatment planning system. Because of the multifac-
eted nature of treatment planning, it has been difficult
to define a simple series of tests that define the QA pro-
gram. This is in contrast to simulators and radiation
treatment machines for which such programs have
existed for many years. While redundant checks for
monitor unit and time calculations have been standard
practice for many years, it is only very recently that
task groups have developed QA programs for treatment
planning systems [13,46,110,125]. This is partly due to
the tremendous variation in treatment planning systems
and algorithm capabilities and partly due to the very



275CHAPTER  8: COMPUTERIZED RADIATION TREATMENT PLANNING SYSTEMS

complex nature of the entire treatment planning pro-
cess, since it involves multiple facets ranging from con-
tour measurements, patient image entry, to radiation
data measurements, data entry, target volume tools,
dose calculation evaluation procedures and hardcopy
outputs. Because of these multiple steps and the corre-
sponding complexities, a simple and unique QA pro-
gram cannot be defined for all institutions. However,
each institution will have to develop and implement its
own QA program. This provides users with confidence
that the treatment planning activities are being executed
accurately. Furthermore, a thorough QA program will
provide the user with a clear understanding of the treat-
ment planning system’s capabilities and limitations.

In the future, we can expect to see treatment plan-
ning as well as treatment delivery become more accu-
rate and more automated as computer memories and
speeds increase. Indeed, the ability to use Monte Carlo
dose calculations for routine treatment planning is fast
approaching. Furthermore, inverse planning algorithms
will enhance the dose optimization capabilities such
that IMRT and dose escalation will be possible rou-
tinely. We are living in an age with extremely rapid
improvements in the modern technology of radiation
oncology. It is our hope and expectation that as the
technologies improve, patient cure and quality of life
will also improve.
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Table 8.16
Estimated Personnel Requirements for Commissioning and QA
of Treatment Planning Computers

PROCEDURE FULL TIME EQUIVALENT

1. Commissioning
• Photons
• Electrons
• Brachytherapy
• MU/time calculation program

2. Quality assurance
• Reproducibility tests (dependent on number 

of beam qualities and brachytherapy sources)
• Manual calculations
   – Treatment plan
   – Monitor units/time
• In vivo dosimetry

4–7 days/beam energy
3–5 days per beam energy
0.5–1 day/source type
0.2–0.5 day/beam energy

1–3 days/6 months

0.1–0.3 hours/plan
0.1–0.2 hours/plan
0.3–2 hours/patient
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Appendix 8.I Tender Document
The following is a sample table of contents of a treat-
ment planning computer specifications document used
for tendering for a multi-station treatment planning sys-
tem. This has been adapted from the treatment planning
computer system tender document produced at the
Ontario Cancer Institute/Princess Margaret Hospital in
1994.

1. DOCUMENT OBJECTIVES
2. DEFINITIONS

2.1 Base 3-D unit
2.2 Standalone server node
2.3 Remote 3-D node
2.4 Remote 2-D node
2.5 Remote MU calculation node
2.6 Remote 3-D Volume-Delineation node

3. SUMMARY OF ESSENTIAL REQUIREMENTS
4. REGULATIONS, CODES AND STANDARDS
5. VENDOR GUARANTEES

       5.1  Specification Guarantee
       5.2  Service Guarantees
             5.2.1 Response time

 5.2.2 Hardware support
 5.2.3 Software support

       5.3 Third Party Products
 5.3.1 Embedded software
 5.3.2 Hardware

5.4  Performance Guarantee
5.5  Computer Protection
5.6  Upgradeability
5.7  Indemnity
5.8  Price Guarantee

6. VENDOR INFORMATION
6.1  Vendor Statistics
6.2  Model Statistics
6.3  Future Capabilities

7. PURCHASE PROCEDURE
7.1  Site Preparation
7.2  Delivery
7.3  Installation
7.4  Acceptance Testing

8. PAYMENT TERMS
9. SPECIFICATIONS

9.1  Hardware
       9.1.1 Host CPUs
       9.1.2 Terminals
       9.1.3 Interactive input devices
       9.1.4 Storage disks
       9.1.5 Networking

       9.1.6 Digitizing tablet
       9.1.7 Backup tape device
       9.1.8 Printer
       9.1.9 Plotter
       9.1.10 Screen dump printer
       9.1.11 Film digitizer
       9.1.12 Nine track tape drive
       9.1.13 Other peripherals
9.2  System Administration Software
       9.2.1 Security
       9.2.2 Backup
       9.2.3 Batch queue support
       9.2.4 Work load
       9.2.5 Other
9.3  Network and Interface Software
       9.3.1 Image exchange formats
       9.3.2 X-ray CT images
       9.3.3 Magnetic resonance images
       9.3.4 Simulator digital radiographs
       9.3.5 Film digitizer
       9.3.6 Scanning dosimetry systems
       9.3.7 Portal imagers
       9.3.8 Other peripherals
9.4  Planning Software
       9.4.1 Administration
       9.4.2 General
       9.4.3 Program features
       9.4.4 Installation data requirements
       9.4.5 Calculations
       9.4.6 Calculation speed performance
       9.4.7 Calculated dose accuracy
       9.4.8 Specific phantom tests
9.5  Documentation and Training
       9.5.1 On-line help
       9.5.2 Manuals
       9.5.3 Training
9.6  Service and Parts
       9.6.1 Diagnostics
       9.6.2 Preventive maintenance
       9.6.3 Warranty
       9.6.4 Consultant services
       9.6.5 Service contracts
       9.6.6 Parts inventories
9.7  Environmental Requirements
       9.7.1 Power
       9.7.2 Operating conditions

10. OTHER INFORMATION
APPENDIX A. CALCULATION TESTS
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Appendix 8.II Dose Calculation 
Tests
Figures 8.II.1 through 8.II.13 demonstrate a number of
sample commissioning tests that can be performed to
assess the quality of dose calculations in a treatment
planning system. More examples have been published
by Van Dyk [126]. Representative test data for photon 

dose calculations are shown in Figures 8.II.1 through
8.II.9. Many of these tests were based on the input and
measured data provided by AAPM Report 55 [86].
Some sample commissioning test data for electron dose
calculations are shown in Figures 8.II.10 through
8.II.13. These tests were based on the input and mea-
sured data provided by the ECWG report [111].

Figure 8.II.1
AAPM Report 55 test. Square field test for 5 x 5 cm2 field 
of 18 MV x-rays. Measured versus calculations. Error bars 
refer to the criterion of acceptability of ±2%. [Figure cour-
tesy MDS Nordion/Theratronics International Ltd.]

Figure 8.II.2
AAPM Report 55 test. Square field test for 5 x 5 cm2 field 
of 18 MV x-rays. Dose profile at depth of 3 cm. Measured 
versus calculations. Error bars refer to the criterion of 
acceptability of ±2% in dose for the high dose, low dose 
gradient and ±4 mm in the high dose gradient. [Figure 
courtesy MDS Nordion/Theratronics International Ltd.]
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Figure 8.II.3
AAPM Report 55 test. Square field test for 25 x 25 cm2 
field of 18 MV x-rays. Dose profile at depth of 3 cm. Mea-
sured versus calculations. Error bars refer to the criterion 
of acceptability of ±2% in dose for the high dose, low 
dose gradient and ±4 mm in the high dose gradient. [Fig-
ure courtesy MDS Nordion/Theratronics International Ltd.]

Figure 8.II.5
AAPM Report 55 test. Central axis block test for 
16 x 16 cm2 field of 18 MV x-rays. Dose profile at depth of 
3 cm. Measured versus calculations. Error bars refer to 
the criterion of acceptability of ±2% in dose for the high 
dose, low dose gradient and ±4 mm in the high dose gra-
dient. [Figure courtesy MDS Nordion/Theratronics Interna-
tional Ltd.]

Figure 8.II.4
AAPM Report 55 test. Wedged square field test for 
9 x 9 cm2 field of 18 MV x-rays. Dose profile at depth of 
3 cm. Measured versus calculations. Error bars refer to 
the criterion of acceptability of ±2% in dose for the high 
dose, low dose gradient and ±4 mm in the high dose gra-
dient. [Figure courtesy MDS Nordion/Theratronics Interna-
tional Ltd.]

Figure 8.II.6
AAPM Report 55 test. Central axis block test for 
16 x 16 cm2 field of 18 MV x-rays with a 12 x 12 cm2 
block. Dose profile at depth of 3 cm. Measured versus 
calculations. Error bars refer to the criterion of acceptabil-
ity of ±2% in dose for the high dose, low dose gradient 
and ±4 mm in the high dose gradient. [Figure courtesy 
MDS Nordion/Theratronics International Ltd.]
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Figure 8.II.7
AAPM Report 55 test. Lung inhomogeneity test for 
16 x 16 cm2 field of 18 MV x-rays with 6 cm diameter x 
12 cm long, lung cylinder of 0.29 g/cc at a depth of 8 cm. 
Dose profile at depth of 20 cm. Measured versus calcula-
tions. Error bars refer to the criterion of acceptability of 
±2% in dose for the high dose, low dose gradient and ±4 
mm in the high dose gradient. [Figure courtesy MDS Nor-
dion/Theratronics International Ltd.]

Figure 8.II.9
Electron transport test for 5 x 5 cm2 field of 18 MV x-rays. 
Measured versus calculations. Error bars refer to the crite-
rion of acceptability of ±3% for inhomogeneity correction. 
[Figure courtesy MDS Nordion/Theratronics International 
Ltd.]

Figure 8.II.8
AAPM Report 55 test. Oblique incidence test for 
10 x 10 cm2 field of 18 MV x-rays at a 45° angle. Dose pro-
file at depth of 3 cm. Measured versus calculations. Error 
bars refer to the criterion of acceptability of ±2% in dose 
for the high dose, low dose gradient, and ±4 mm in the 
high dose gradient. [Figure courtesy MDS Nordion/Ther-
atronics International Ltd.]

Figure 8.II.10
Electron Collaborative Work Group test for 15 x 15 cm2 
field of 9 MeV electrons. Measured versus calculations. 
Error bars refer to the criterion of acceptability of ±7% or 
±4 mm. [Figure courtesy MDS Nordion/Theratronics Inter-
national Ltd.]
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Figure 8.II.13
Electron Collaborative Work Group test for 2-D bone using 
9 MeV electrons (experiment number 12). This is a 3 cm x 
8 cm x 1 cm bone cavity. Measured versus calculations 
for a profile at a depth of 2.3 cm. Error bars refer to the cri-
terion of acceptability of ±7% or ±4 mm in high dose gra-
dient. [Figure courtesy MDS Nordion/Theratronics 
International Ltd.]

Figure 8.II.11
Electron Collaborative Work Group test. Dose profile test 
for a 15 x 15 cm2 field of 9 MeV electrons at a depth of 
2.25 cm. Measured versus calculations. Error bars refer to 
the criterion of acceptability of ±2% or ±4 mm. [Figure 
courtesy MDS Nordion/Theratronics International Ltd.]

Figure 8.II.12
Electron Collaborative Work Group test for 15 x 15 cm2 
field of 9 MeV electrons. Measured versus calculations. 
Error bars refer to the criterion of acceptability of ±7% or 
±4 mm in high dose gradient. [Figure courtesy MDS Nor-
dion/Theratronics International Ltd.]



281CHAPTER  8: COMPUTERIZED RADIATION TREATMENT PLANNING SYSTEMS

References
1. Ahnesjo, A. “Invariance of Convolution Kernels Applied to Dose Calculations for Photon Beams.” In Proceedings of the 9th

International Conference on Computers in Radiation Therapy. (New York: Elsevier), pp. 99–102, 1987.
2. Ahnesjo, A. “Dose Calculation Methods in Photon Beam Therapy Using Energy Deposition Kernels.” Thesis. Stockholm

University. 1991.
3. Ahnesjo, A., P. Andreo, A. Brahme. “Calculation and application of point spread functions for treatment planning with high

energy photon beams.” Acta Oncol. 26:49–56 (1987).
4. Ahnesjo, A., M. Saxner, A. Trepp. “A pencil beam model for photon dose calculation.” Med. Phys. 19:263–273 (1992).
5. Anderson, L. L., R. Nath, K. A. Weaver, et al. (Eds.) (Interstitial Collaborative Work Group). Interstitial Brachytherapy:

Physical, Biological, and Clinical Considerations. (New York, Raven Press), 1990.
6. Andreo, P. “Monte Carlo techniques in medical radiation physics.” (Review). Phys. Med. Biol. 36:861–920 (1991).

[Published erratum in Phys. Med. Biol. 37:2031–2032 (1992)].
7. Aspin, N., H. E. Johns, R. J. Horsley. “Depth dose data for rectangular fields.” Radiol. 76:76–81 (1961).
8. Battista, J. J., and M. B. Sharpe. “True three-dimensional dose computations for megavoltage x-ray therapy: A role for the

superposition principle.” Aust. Phys. Eng. Sci. Med. 15:159–178 (1992).
9. Battista, J. J., W. D. Rider, J. Van Dyk. “Computed tomography for radiotherapy planning.” Int. J. Radiat. Oncol. Biol. Phys.

6:99–107 (1980).
10. Battista, J. J., J. Van Dyk, W. D. Rider. “Practical aspects of radiotherapy planning with computed tomography.” Clin. Invest.

Med. 4:5–11 (1981).
11. Battista, J. J., and M. J. Bronskill. “Compton scatter imaging of transverse sections: an overall appraisal and evaluation for

radiotherapy planning.” Phys. Med. Biol. 26:81–99 (1981).
12. Battista, J. J., M. B. Sharpe, E. Wong, J. Van Dyk. “A New Classification Scheme for Photon Beam Dose Algorithms.” In

Proceedings of the XIIth International Conference on the Use of Computers in Radiotherapy, Salt Lake City, Utah, USA. D.
D. Leavitt and G. Starkschall (Eds.). (Madison, WI: Medical Physics Publishing), pp. 39–42, 1997.

13. Born, E., A. Fogliata-Cozzi, F. Ionescu, V. Ionescu, P.-A. Tercier. “Quality control of treatment planning systems for
teletherapy.” Swiss Society of Radiobiology and Medical Physics. Found on website: http:/www.sgsmp.ch/ro7tps-e.htm.
1999.

14. Boyer, A., and E. Mok. “A photon dose distribution model employing convolution calculations.” Med. Phys. 12:169–177
(1985).

15. Boyer, A. L. “Shortening the calculation time of photon dose distributions in an inhomogeneous medium.” Med. Phys.
11:552–554 (1984).

16. Boyer, A. L., and E. C. Mok. “Calculation of photon dose distributions in an inhomogeneous medium using convolutions.”
Med. Phys. 13:503–509 (1986).

17. Boyer, A. L., Y. P. Zhu, L. Wang, P. Francois. “Fast Fourier transform convolution calculations of x-ray isodose distributions
in homogeneous media.” Med. Phys. 16:248–253 (1989).

18. Brahme, A. “Computed electron beam dose planning.” Acta Radiol. 364 (Suppl.):101–102 (1983).
19. Brahme, A. (Ed.). “Accuracy requirements and quality assurance of external beam therapy with photons and electrons.” Acta

Oncol. Suppl. (1988).
20. Brahme, A., I. Lax, P. Andreo. “Electron beam dose planning using discrete Gaussian beams. Mathematical background.”

Acta Radiol. Oncol. 20:147–158 (1981).
21. Chen, J., J. Van Dyk, C. Lewis, J. A. Battista. “Two-source model for electron beams: Calculation of relative output factors.”

(Abstract). Med. Phys. 25:1074 (1998).
22. Chui, C. S., T. LoSasso, S. Spirous. “Dose calculation for photon beams with intensity modulation generated by dynamic

jaw or multileaf collimations.” Med. Phys. 21:1237–1244 (1994).
23. Chui, C. S., and R. Mohan. “Extraction of pencil beam kernels by the deconvolution method.” Med. Phys. 15:138–144

(1988).
24. Clarkson, J. R. “A note on depth doses in fields of irregular shape.” Br. J. Radiol. 14:265–268 (1941).
25. Coffey, C. W., H. C. Hines, D. W. Eckert, J. L. Martin. “An on going quality assurance program for CT interfaced treatment

planning computers: initial experience.” Med. Dos. 10:9–15 (1985).
26. Constantinou, C., J. C. Harrington, L. A. DeWerd. “An electron density calibration phantom for CT-based treatment planning

computers.” Med. Phys. 19:325–327 (1992).
27. Craig, T. D., D. Brochu, J. Van Dyk. “A quality assurance phantom for three-dimensional radiation treatment planning.” Int.

J. Radiat. Oncol. Biol. Phys. 44:955–966 (1999).



282 MODERN TECHNOLOGY OF RADIATION ONCOLOGY

28. Cunningham, J. R. “The Gordon Richards memorial lecture: the stampede to compute – computers in radiotherapy.” J.
Canad. Assoc. Radiol. 22:242–251 (1971).

29. Cunningham, J. R., and L. Beaudoin. “Calculations for tissue inhomogeneities with experimental verification.” Proceedings
of the XIII International Congress of Radiology. Madrid, 1973.

30. Cunningham J. R. “Scatter-air ratios.” Phys. Med. Biol. 17:42–51 (1972).

31. Cunningham, J. R. “Computer Methods for Calculation of Dose Distributions.” In Radiation Therapy Planning. N. M.
Bleehen, E. Glatstein, J. L. Haybittle (Eds.). (New York, NY: Marcel Dekker, Inc.), pp. 217–261, 1983.

32. Cunningham, J. R. “Tissue inhomogeneity corrections in photon-beam treatment planning.” In Progress in Medical
Radiation Physics. C. G. Orton (Ed.). Vol. 1. (New York, NY: Plenum Press), pp. 103–131, 1982.

33. Cunningham, J. R. “Dose calculations for high energy electron and photon beams.” Comput. Med. Imaging Graph. 13:241–
250 (1989).

34. Cunningham, J. R., and J. J. Battista. “Calculation of dose distributions for x ray radiotherapy.” Physics in Canada 41:190–
195 (1995).

35. Curran, B. H. “A program for quality assurance of dose planning computers.” In Quality Assurance in Radiotherapy Physics.
G. Starkschall and J. L. Horton (Eds.). (Madison, WI: Medical Physics Publishing), pp. 207–228, 1991.

36. Cygler, J., J. J. Battista, J. W. Scrimger, E. Mah, J. Antolak. “Electron dose distributions in experimental phantoms: a
comparison with 2-D pencil beam calculation.” Phys. Med. Biol. 32:1073–1086 (1987).

37. Cygler, J., and J. Ross. “Electron dose distributions in an anthropomorphic phantom-verification of Theraplan treatment
planning algorithm.” Med. Dosim. 13:155–158 (1988).

38. Dahlin, H., I. L. Lamm, T. Landberg, et al. “User requirements on CT based computerized dose planning system in
radiotherapy.” Acta Radiol. Oncol. 22:398–415 (1983).

39. DeMarco, J. J., T. D. Solberg, J. B. Smathers. “A CT-Based Monte Carlo simulation tool for dosimetry planning and
analysis.” Med. Phys. 25:1–11 (1998).

40. Dunscombe, P., P. McGhee, E. Lederer. “Anthropomorphic phantom measurements for the validation of a treatment
planning system.” Phys. Med. Biol. 41:399–411 (1996).

41. Dutreix, J., A. Dutreix, M. Tubiana. “Electronic equilibrium and transition stages.” Phys. Med. Biol. 10:177–190 (1965).

42. El-Khatib, E. E., M. Evans, M. Pla, J. R. Cunningham. “Evaluation of lung dose correction methods for photon irradiations
of thorax phantoms.” Int. J. Rad. Oncol. Biol. Phys. 17:871–878 (1989).

43. Feroldi, P., M. Galelli, S. Belletti. “A comparison of accuracy of computer treatment planning systems in brachytherapy.”
Radiother. Oncol. 24:147–154 (1992).

44. Field, G. C., and J. J. Battista. “Photon Dose Calculations Using Convolution in Real and Fourier Space: Assumptions and
Time Estimates.” In Proceedings of the 9th International Conference on Computers in Radiation Therapy. (New York:
Elsevier), pp. 103–106, 1987.

45. Fraass, B. A. “Quality Assurance for 3-D Treatment Planning.” In Teletherapy: Present and Future. J. Palta and T. R.
Mackie (Eds.). (Madison, WI: Advanced Medical Publishing), pp. 253–318, 1996.

46. Fraass, B. A., K. Doppke, M. Hunt, G. Kutcher, G. Starkschall, R. Stern, J. Van Dyk. “American Association of Physicists
in Medicine Radiation Therapy Committee Task Group 53: Quality Assurance for Clinical Radiotherapy Treatment
Planning.” Med. Phys. 25:1773–1829 (1998).

47. Geise, R. A., and E. C. McCullough. “The use of CT scanners in megavoltage photon-beam therapy planning.” Radiol.
124:133–141 (1977).

48. Glasser, O., E. H. Quimby, L. S. Taylor, J. L. Weatherwax, R. H. Morgan. Physical Foundation of Radiology. (New York:
Harper and Row), 1969.

49. Goitein, M. “Applications of Computed Tomography in Radiotherapy Treatment Planning.” In Progress in Medical
Radiation Physics. Vol. 1. C. G. Orton (Ed.). (New York, NY: Plenum Press), pp. 195–293, 1982.

50. Goitein, M. “Calculation of the uncertainty in the dose delivered during radiation therapy.” Med. Phys. 12:608–12 (1985).

51. Grado, G. L., T. R. Larson, C. S. Balch, M. M. Grado, J. M. Collins, J. S. Kriegshauser, G. P. Swanson, R. J. Navickis, M.
M. Wilkes. “Actuarial disease-free survival after prostate cancer brachytherapy using interactive techniques with biplane
ultrasound and fluoroscopic guidance.” Int. J. Radiat. Oncol. Biol. Phys. 42:289–298 (1998).

52. Hartmann-Siantar, C. L., W. P. Chandler, M. B. Chadwick, et al. “Dose distributions calculated with the PEREGRINE all-
particle Monte Carlo Code.” Med. Phys. 22:994 (1999).

53. Hoban, P. W., D. C. Murray, P. E. Metcalfe, W. H. Round. “Superposition dose calculation in lung for 10MV photons.” Aust.
Phys. Eng. Sci. Med. 13:81–92 (1990).



283CHAPTER  8: COMPUTERIZED RADIATION TREATMENT PLANNING SYSTEMS

54. Hogstrom, K. R., M. D. Mills, J. A. Meyer, et al. “Dosimetric evaluation of a pencil-beam algorithm for electrons employing
a two-dimensional heterogeneity correction.” Int. J. Rad. Oncol. Biol. Phys. 10:561–569 (1984).

55. Hope, C. S., and J. S. Orr. “Computer optimization of 4 MeV treatment planning.” Phys. Med. Biol. 10:365–373 (1965).
56. Hope, C. S., J. Laurie, J. S. Orr, K. E. Halnan. “Optimization of x-ray treatment planning by computer judgement.” Phys.

Med. Biol. 12:531–542 (1967).
57. Hospital Physicists Association. “Depth Dose Tables for Use in Radiotherapy.” Br. J. Radiol. Suppl. 10 (1961).
58. Hospital Physicists Association. “Central Axis Depth Dose Data for Use in Radiotherapy.” Br. J. Radiol. Suppl. 11 (1972).
59. Huizenga, H., and P. R. Storchi. “Numerical calculation of energy deposition by broad high-energy electron beams.” Phys.

Med. Biol. 34:1371–1396 (1989).
60. International Atomic Energy Agency (IAEA). Atlas of Radiation Dose Distributions. Vol. 3: Moving Field Isodose Charts.

Compiled by K. C. Tsien, J. R. Cunningham, D. J. Wright, D. E. A. Jones, P. M. Pfalzner. (Vienna: IAEA), 1967.
61. International Commission on Radiation Units and Measurements (ICRU). “Use of Computers in External Beam Radiother-

apy Procedures for High-energy Photons and Electrons.” ICRU Report 42. (Washington, DC: ICRU), 1987.
62. International Electrotechnical Commission (IEC) 62083. Ed. 1: Electromedical Equipment - Particular Requirements for the

Safety of Radiotherapy Treatment Planning Systems. 1998.
63. Jenkins, T. M., W. R. Nelson, A. Rindi. Monte Carlo Transport of Electrons and Photons. (New York: Plenum Press), 1988.
64. Jette, D., and S. Walker. “Electron dose calculation using multiple-scattering theory: Evaluation of a new model for

inhomogeneities.” Med. Phys. 19:1241–1254 (1992).
65. Johns, H. E., and J. R. Cunningham. The Physics of Radiology. 4th edition. (Springfield, IL: Charles C. Thomas), 1983.
66. Kappas, C., and J. C. Rosenwald. “Quality control of inhomogeneity correction algorithms used in treatment planning

systems.” Int. J. Radiat. Oncol. Biol. Phys. 32:847–858 (1995).
67. Kappas, K., and J. C. Rosenwald. “A 3-D beam subtraction method for inhomogeneity correction in high energy X-ray

radiotherapy.” Radiother. Oncol. 5:223–233 (1986).
68. Kappas, K., and J. C. Rosenwald. “Theoretical and experimental analysis of scatter from inhomogeneous slabs in a 60Co

beam: the differential tissue-air ratio method (DTAR).” Phys. Med. Biol. 31:1211–1228 (1986).
69. Kawrakow, I., M. Fippel, K. Friedrich. “3D electron dose calculation using a voxel-based Monte Carlo algorithm (VMC).”

Med. Phys. 23:445–457 (1996).
70. Leunens, G., J. Menten, C. Weltens, J. Verstraete, E. van der Schueren. “Quality assessment of medical decision making in

radiation oncology: Variability in target volume delineation for brain tumours.” Radiother. Oncol. 29:169–175 (1993).
71. Ling, C. Symposium on the “NCI Workshop on Oncologic Imaging.” (Abstract). Med. Phys. 25:A95 (1998).
72. Logue, J. P., C. L. Sharrock, R. A. Cowan, G. Read, J. Marrs, D. Mott. “Clinical variability of target volume description in

conformal radiotherapy planning.” Int. J. Radiat. Oncol. Biol. Phys. 41:929–931 (1998).
73. Mackie, T. R., J. W. Scrimger, J. J. Battista. “A convolution method of calculating dose for 15 MV x-rays.” Med. Phys.

12:188–196 (1985).
74. Mackie, T. R., E. El-Khatib, J. Battista, J. Scrimger, J. Van Dyk, J. R. Cunningham. “Lung dose corrections for 6- and 15-

MV x-rays.” Med. Phys. 12:327–332 (1985).
75. Mackie, T. R. “Applications of the Monte Carlo Method in Radiotherapy.” In The Dosimetry of Ionizing Radiation. R. K.

Kase, B. Bjarngard, F. H. Attix (Eds.). (New York: Academic Press), pp. 541–620, 1990.
76. Mackie, T. R., A. F. Bielajew, D. W. Rogers, J. J. Battista. “Generation of photon energy deposition kernels using the EGS

Monte Carlo code.” Phys. Med. Biol. 33:1–20 (1988).
77. Mackie, T. R., S. S. Kubsad, D. W. Rogers, A. Bielajew. “The OMEGA project: Electron dose planning using Monte Carlo

simulation.” Med. Phys. 17:730–730 (1990).
78. Mackie, T. R., P. Reckwerdt, T. McNutt, M. Gehring, C. Sandres. “Photon Beam Dose Computations.” In Teletherapy:

Present and Future. T. R. Mackie, J. R. Palta (Eds.). (Madison, WI: Advanced Medical Publishing), pp. 103–135, 1996.
79. Mah, E., J. Antolak, J. W. Scrimger, J. J. Battista. “Experimental evaluation of a 2D and 3D electron pencil beam algorithm.”

Phys. Med. Biol. 34:1179–1194 (1989).
80. Marinello, G., and B. Pierquin. “The Paris System, Optimization of Dose, and Calculation of Treatment Time.” In A

Practical Manual of Brachytherapy. B. Pierquin and G. Marinello. (Madison, WI: Medical Physics Publishing), pp. 53–68,
1997.

81. McCullough, E. C., and A. M. Krueger. “Performance evaluation of computerized treatment planning systems for
radiotherapy: External photon beams.” Int. J. Radiat. Oncol. Biol. Phys. 6:1599–1605 (1980).

82. McLellan, J., L. Papiez, G. A. Sandison, W. Huda, P. Therrien. “A numerical method for electron transport calculations.”
Phys. Med. Biol. 37:1109–1125 (1992).



284 MODERN TECHNOLOGY OF RADIATION ONCOLOGY

83. Meredith, W. J. (Ed.). Radium Dosage. The Manchester System. (Edinburgh: Livingstone Ltd), 1967.
84. Metcalfe, P., T. Kron, A. Elliott, T. Wong, P. Hoban. “Dosimetry of 6-MV x-ray beam penumbra.” Med. Phys. 20:1439–

1445 (1993).
85. Metcalfe, P. E., T. P. Wong, P. W. Hoban. “Radiotherapy x-ray beam inhomogeneity corrections: The problem of lateral

electronic disequilibrium in lung.” Aust. Phys. Eng. Sci. Med. 16:155–167 (1993).
86. Miller, D. W., P. H. Bloch, J. R. Cunningham. “Radiation Treatment Planning Dosimetry Verification.” American

Association of Physicists in Medicine (AAPM). AAPM Report Number 55. (New York: American Institute of Physics),
1995.

87. Mohan, R., C. Chui, L. Lidofsky. “Differential pencil beam dose computation model for photons.” Med. Phys. 13:64–73
(1986).

88. Mohan, R., and C. S. Chui. “Use of fast Fourier transforms in calculating dose distributions for irregularly shaped fields for
three-dimensional treatment planning.” Med. Phys. 14:70–77 (1987).

89. Mustafa, A. A., and D. F. Jackson. “The relationship between x-ray CT numbers and charged particle stopping powers and
its significance in radiotherapy treatment planning.” Phys. Med. Biol. 28:167–176 (1983).

90. Nahum, A. E. “The Computation of Dose Distributions in Electron Beam Radiotherapy.” (Umea, Sweden: Umea
University), 1985.

91. Nath, R., L. Anderson, G. Luxton, K. Weaver, J. Williamson, A. Meigooni. “Dosimetry of interstitial brachytherapy sources:
recommendations of the AAPM Radiation Therapy Committee Task Group No. 43.” Med. Phys. 22:209–234 (1995).

92. Nath, R., L. Anderson, J. Meli, A. Olch, J. Stitt, J. Williamson. “Code of practice for brachytherapy physics: Report of the
AAPM Radiation Therapy Committee Task Group No. 56.” Med. Phys. 24:1557–1598 (1997).

93. Nelson, R., and M. L. Meurk. “The use of automatic computing machines for implant dosimetry.” Radiol. 70:90 (1958).
94. Nelson, W. R., H. Hirayama, D. W. O. Rogers. “The EGS4 Code System. SLAC-Report-265.” (Stanford, CA: Stanford

University Accelerator Center), 1985.
95. Neuenschwander, H., T. R. Mackie, P. J. Reckwerdt. “MMC—a high-performance Monte Carlo code for electron beam

treatment planning.” Phys. Med. Biol. 40:543–574 (1995).
96. Ostapiak, O. Z., Y. Zhu, J. Van Dyk. “Refinements of the finite-size pencil beam model of three-dimensional photon beam

dose calculations.” Med. Phys. 24:743–750 (1997).
97. Paliwal, B. R., M. A. Ritter, T. R. McNutt, T. R. Mackie, B. R. Thomadsen, J. A. Purdy, T. J. Kinsella. “A solid water pelvic

and prostate phantom for imaging, volume rendering, treatment planning, and dosimetry for an RTOG multi-institutional, 3-
D dose escalation study.” Radiation Therapy Oncology Group. Int. J. Radiat. Oncol. Biol. Phys. 42:205–211 (1998).

98. Papiez, L., J. McLellan, G. A. Sandison, S. Sawchuk, X. Lu, J. J. Battista. “Inclusion of energy straggling in a numerical
method for electron dose calculation.” Med. Phys. 21:1591–1598 (1994).

99. Parker, R. P., P. A. Hobday, K. J. Cassell. “The direct use of CT numbers in radiotherapy dosage calculations for
inhomogeneous media.” Phys. Med. Biol. 24:802–809 (1979).

100. Perry, D. J., and J. G. Holt. “A model for calculating the effects of small inhomogeneities on electron beam dose
distributions.” Med. Phys. 7:207–215 (1980).

101. Pierquin, B., J. Wilson, D. Chassagne. “Dose Calculation to a Point at a Distance d from Linear Source.” In Modern
Brachytherapy. Chapter 3. (New York: Masson Publ.), 1987.

102. Ragde, H., J. C. Blasko, P. D. Grimm, G. M. Kenny, J. Sylvester, D. C. Hoak, W. Cavanagh, K. Landin. “Brachytherapy
for clinically localized prostate cancer: results at 7- and 8-year follow-up.” Semin. Surg. Oncol. 13:438–443 (1997).
[Published erratum appears in Semin. Surg. Oncol. 14:185 (1998].

103. Rice, R. K., B. J. Mijnheer, L. M. Chin. “Benchmark measurements for lung dose corrections for x-ray beams.” Int. J.
Radiat. Oncol. Biol. Phys. 11:621–625 (1985).

104. Rogers, D. W. O., B. A. Faddegon, G. X. Ding, C.-M. Ma, J. We, T. R. Mackie. “BEAM – A Monte Carlo code to simulate
radiotherapy treatment units.” Med. Phys. 22:503–524 (1995).

105. Scora, D., and B. A. Faddegon. “Monte Carlo based phase-space evolution for electron dose calculation.” Med. Phys.
24:177–187 (1997).

106. Sandison, G. A., W. Huda, D. Savoie, J. J. Battista. “Comparison of methods to determine electron pencil beam spread in
tissue-equivalent media.” Med. Phys. 16:881–888 (1989).

107. Shalek, R. J., and M. Stovall. “Brachytherapy Dosimetry.” In The Dosimetry of Ionizing Radiation. Vol. III. K. R. Kase, B.
E. Bjarngard, F. H. Attix (Eds.). (Academic Press Inc.), pp. 259–321, 1990.

108. Sharpe, M. B., and J. J. Battista. “Dose calculations using convolution and superposition principles: The orientation of dose
spread kernels in divergent x-ray beams.” Med. Phys. 20:1685–1694 (1993).



285CHAPTER  8: COMPUTERIZED RADIATION TREATMENT PLANNING SYSTEMS

109. Sharpe, M. B., D. A. Jaffray, J. J. Battista, P. Munro. “Extrafocal radiation: a unified approach to the prediction of beam
penumbra and output factors for megavoltage x-ray beams.” Med. Phys. 22:2065–2074 (1995).

110. Shaw, J. E. (Ed.) “A Guide to Commissioning and Quality Control of Treatment Planning Systems.” The Institution of
Physics and Engineering in Medicine and Biology, 1994.

111. Shiu, A., S. Tung, K. Hogstrom, J. Wong, et al. “Verification data for electron beam dose algorithms.” Med. Phys. 19:623–
636 (1992).

112. Sontag, M. R., and J. R. Cunningham. “Corrections to absorbed dose calculations for tissue inhomogeneities.” Med. Phys.
4:431–436 (1977).

113. Sontag, M. R. “Photon Beam Dose Calculations in Regions of Tissue Heterogeneity Using Computed Tomography.”
Ph. D. Thesis. University of Toronto, Canada, 1979.

114. Sontag, M. R., and J. R. Cunningham. “The equivalent tissue-air ratio method for making absorbed dose calculations in a
heterogeneous medium.” Radiol. 129:787–794 (1978).

115. Tai, P., J. Van Dyk, E. Yu, J. Battista, L. Stitt, T. Coad. “Variability of target volume delineation in cervical esophageal
cancer.” Int. J. Radiat. Oncol. Biol. Phys. 42:277–288 (1998).

116. Ten Haken, R. K., M. L. Kessler, R. L. Stern, J. H. Ellis, L. T. Niklason. “Quality Assurance of CT and MRI for Radiation
Therapy Treatment Planning.” In Quality Assurance of Radiotherapy Physics: Proceedings of an American College Medical
Physics Symposium. G. Starkschall and J. Horton (Eds.). (Madison, WI: Medical Physics Publishing), pp. 73–103, 1991.

117. Ten Haken, R. K., and B. A. Fraass. “Quality Assurance in 3-D Treatment Planning.” In 3-D Conformal Radiotherapy. J.
L. Meyer and J. A. Purdy (Eds.). (Basel: Karger, S.), pp. 104–114, 1996.

118. Ten Haken, R., B. Fraass, K. Lam. “Dosimetry and Data Acquisition.” In Teletherapy: Present and Future. J. Palta and T.
R. Mackie (Eds.). (Madison, WI:Advanced Medical Publishing), pp. 191–220, 1996.

119. Tsien, K. C. “The application of automatic computing machines to radiation treatment planning.” Br. J. Radiol. 28:432–439
(1955).

120. Tsien, K. C., and M. Cohen. Isodose Charts and Tables for Medium Energy X-rays. (London: Butterworth), 1962.

121. Urie, M. M., M. Goitein, K. Doppke, J. G. Kutcher, T. LoSasso, R. Mohan, J. E. Munzenrider, M. Sontag, J. W. Wong.
“The role of uncertainty analysis in treatment planning.” Int. J. Radiat. Oncol. Biol. Phys. 21:91–107 (1991).

122. van de Geijn, J. “The extended net fractional depth dose: correction for inhomogeneities, including effects of electron
transport in photon beam dose calculation.” Med. Phys. 14:84–92 (1987).

123. van de Geijn, J., B. Chin, J. Pochobradsky, R. W. Miller. “A new model for computerized clinical electron beam dosimetry.”
Med. Phys. 14:577–584 (1987).

124. Van Dyk, J., J. Battista, J. R. Cunningham, W. D. Rider, M. R. Sontag. “On the impact of CT scanning on radiotherapy
treatment planning.” Comp. Tomog. 4:55–65 (1980).

125. Van Dyk, J., R. B. Barnett, J. E. Cygler, P. C. Shragge. “Commissioning and quality assurance of treatment planning
computers.” Int. J. Radiat. Oncol. Biol. Phys. 26:261–273 (1993).

126. Van Dyk, J. “Quality Assurance.” In Treatment Planning in Radiation Oncology. F. M. Khan, R. A. Potish (Eds.).
(Baltimore, MD: Williams and Wilkins), pp. 123–146, 1997.

127. Van Dyk, J., E. Wong, T. Craig, J. J. Battista. “Uncertainty analysis: A guide to optimization in radiation therapy.”
(Abstract). Radiother. Oncol. 48:(Suppl. 1), S151 (1998).

128. Visser, A. “An intercomparison of the accuracy of computer planning systems for brachytherapy.” Radiother. Oncol.
15:245–258 (1989).

129. Werner, B. L., I. J. Das, F. M. Khan, A. S. Meigooni. “Dose perturbations at interfaces in photon beams.” Med. Phys.
14:585–595 (1987).

130. Werner, B. L., I. J. Das, W. N. Salk. “Dose perturbations at interfaces in photon beams: secondary electron transport.” Med.
Phys. 17:212–226 (1990).

131. Whilde, N. J., J. Conway, C. K. Bomford. “The development of quality assurance for Sheffield’s radiotherapy treatment
planning systems.” Br. J. Radiol. 66:1182–1185 (1993).

132. Wheatley, B. M. “An instrument for dosage estimation with fields of any size and any shape.” Br. J. Radiol. 24:388–391
(1951).

133. Williamson, J. “Practical Quality Assurance in Low-dose Rate Brachytherapy.” In Quality Assurance in Radiotherapy
Physics. G. Starkschall and J. Horton. (Madison, WI: Medical Physics Publishing), pp. 147–212, 1991.

134. Williamson, J., G. Ezzell, A. Olch, B. Thomadsen. “Quality Assurance for High Dose Rate Brachytherapy.” In Textbook on
High Dose Rate Brachytherapy. S. Nag. (Ed.). (Armonk, NY: Futura), pp. 147–212, 1994.



286 MODERN TECHNOLOGY OF RADIATION ONCOLOGY

135. Williamson, J., B. Thomadsen, R. Nath. (Eds.). Brachytherapy Physics. AAPM 1994 Summer School Proceedings.
(Madison, WI: Medical Physics Publishing), 1994.

136. Wong, E., Y. Zhu, J. Van Dyk. “Theoretical developments on Fast Fourier transform convolution dose calculations in
inhomogeneous media.” Med. Phys. 23:1511–1521 (1996).

137. Wong, E., J. Van Dyk, Y. Zhu. “Lateral electron transport in FFT photon dose calculations.” Med. Phys. 24:1992–2000
(1997).

138. Wong, J. W., and R. M. Henkelman. “A new approach to CT pixel-based photon dose calculations in heterogeneous media.”
Med. Phys. 10:199–208 (1983).

139. Wong, J. W., and J. A. Purdy. “On methods of inhomogeneity corrections for photon transport.” Med. Phys. 17:807–814
(1990).

140. Woo, M. K., J. R. Cunningham, J. J. Jeziorenski. “Extending the concept of primary and scatter separation to the condition
of electronic disequilibrium.” Med. Phys. 17:588–595 (1990).

141. Woo, M. K., and J. R. Cunningham. “The validity of the density scaling method in primary electron transport for photon
and electron beams.” Med. Phys. 17:187–194 (1990).

142. Woo, M., D. Scora, E. Wong. “The regional Monte Carlo Method: A dose calculation method based on accuracy
requirement.” Med. Phys. 25:1866–1871 (1998).

143. Yu, C. X., W. S. Ge, J. W. Wong. “A multiray model for calculating electron pencil beam distribution.” Med. Phys. 15:662–
671 (1988).

144. Yu, C. X., and J. W. Wong. “Implementation of the ETAR method for 3D inhomogeneity correction using FFT.” Med. Phys.
20:627–632 (1993).

145. Yu, C. X., T. R. Mackie, J. W. Wong. “Photon dose calculation incorporating explicit electron transport.” Med. Phys.
22:1157–1165 (1995).

146. Zhu, Y., and J. Van Dyk. “Accuracy requirements of the primary x-ray spectrum in dose calculations using FFT convolution
techniques.” Med. Phys. 22:421–426 (1995).




